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FOREWORD

Apvances IN CuemistrRy SErieEs was founded in 1949 by the
American Chemical Society as an outlet for symposia and col-
lections of data in special areas of topical interest that could
not be accommodated in the Society’s journals. It provides a
medium for symposia that would otherwise be fragmented,
their papers distributed among several journals or not pub-
lished at all. Papers are refereed critically according to ACS
editorial standards and receive the careful attention and proc-
essing characteristic of ACS publications. Papers published
in Apvances IN CHEMISTRY SERIES are original contributions
not published elsewhere in whole or major part and include
reports of research as well as reviews since symposia may
embrace both types of presentation.
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PREFACE

The present volume completes the proceedings of the Third Interna-
tional Symposium on Chemical Reaction Engineering, held at North-
western University, Evanston, IIl., August 27-29, 1974. It comprises eight
reviews which were invited for the symposium and cover its principal
areas of emphasis. Two of the reviews cover specific areas of current
interest in chemical processing: automotive exhaust catalysis and the
production of clean fuels from coal. Six summarize the state of the art
in particular functions involved in chemical reaction engineering. The
authors have had early access to the contributed papers, now published
as “Chemical Reaction Engineering—II,” ADvANCES IN CHEMISTRY SERIES
No. 133 (American Chemical Society, Washington, D. C., 1974) and in
many cases have built upon and amplified them in assessing the current
status of work in the field.

We trust that, as in previous symposia, these reviews will afford a
bench mark for assessing past achievements and future progress.

The Editor and Chairman of the Symposium owes a special debt of
appreciation to the staff of the Books Department of the American
Chemical Society for their patience, skill, and energy in producing the
two volumes of papers and reviews efficiently, professionally, and on time.

Northwestern University Huca M. HuLBURT

Evanston, Il
August 1975
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The Catalytic Muffler

JAMES WEI

Department of Chemical Engineering, University of Delaware,
Newark, Del. 19711

The catalytic muffler represents a delightful union of society
needs and research opportunity. This new technology is the
only effective solution to automotive pollution today, and
cannot be effectively challenged by alternative solutions
through engine changes till the 1980’s. This first generation
catalytic muffler has not been optimized in design through
many years of experience and is capable of tremendous
improvements. Pioneering research is particularly needed to
further our understanding in (a) maintenance-free design
and fail-safe reliability, (b) transport and modeling of
shallow pellet beds and monoliths, (c) optimum design of
catalysts and reactors for negative order kinetics, and (d)
transient behavior of reactors.

In the fall of 1974 millions of cars that went on sale were equipped

with oxidizing catalytic converters to reduce the emissions of carbon
monoxide and hydrocarbons (1). A reducing catalytic converter for NO,
may follow in a few years. The terms “catalytic muffler” and “catalytic
converter” are sometimes used interchangeably, which are shortened ver-
sions for the more comprehensive term “Kraftfahrzeugabgasentgiftungs-
katalysator.” However, the catalytic muffler does not muffle engine noise
and is located much closer to the engine exhaust manifold than a regular
muffler.

There are recent comprehensive reviews of the catalytic muffler,
covering background, present technology, thermodynamics and kinetics,
physical transport processes, and durability (2, 3). The purpose of the
present review is to concentrate on the reaction engineering aspects—a
few past achievements and a great many unsolved problems.

The Clean Air Act as amended in 1970 is the driving force behind
a new chemical reaction technology and the debut of the catalytic con-
verter as an item for mass consumption (4, 5). The conventional recipro-

1
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cating spark-ignition gasoline engine cannot meet the relaxed federal
standards for 1975 model automobiles in California without the use of
the oxidizing catalytic converter. In fact, the catalytic converter will
lead to more leeway in engine design, which means up to 20% improve-
ment in vehicle mileage per gallon of gasoline and in driveability (sup-
pression of stalling, hesitation, backfire, and other engine malfunctions).
Therefore, the catalytic converter was installed on most 1975 model cars
to meet the more relaxed federal standards for the other 49 states.

The debut of the catalytic converter is marred by two controversies.
Gasoline normally contains 0.03% sulfur by weight, which contributes
less than 1% of man-made sources of sulfur in the air. This sulfur is
emitted as sulfur dioxide into the atmosphere and is further oxidized
to sulfur trioxide by the catalytic action of metal ions in aerosols and by
sunlight (6). The resulting sulfuric acid and sulfates are considered
greater health hazards than sulfur dioxide. The present ambient air
standard for sulfur dioxide is 365 pg/m?, but the proposed standard for
sulfates is 10 pg/m® The catalytic converter oxidizes 10-30% of the
input SO, to SO;, which is only a small additional burden when properly
dispersed (7), but it may give rise to high local concentrations of sulfates
along heavy traffic lanes. Much more definitive investigations are needed
to determine whether the benefits of reducing CO emission from 30 to
3.4 g/mile, and hydrocarbons from 3.4 to 0.41 g/mile, is greater than
the harm of increasing sulfate emission from 0.001 to approximately 0.03
g/mile while recognizing that much of the 0.16 g/mile emission of SO,
would oxidize to sulfates in the atmosphere later. The Environmental
Protection Agency is contemplating a controversial vehicle emission stand-
ard of sulfates at no more than 0.001 to 0.01 g/mile, which could lead to
the demise of the catalytic converter. This proposal is challenged by the
Federal Energy Administration and the State of California. Existing
technology can save the catalytic converter by reducing the sulfur con-
tent of gasoline, by improving the absorption of sulfates in the converter,
and by reducing the excess air in the converter to suppress SO; forma-
tion, with a cost increase. Another source of concern is the outside skin
temperature of the catalytic converters, which may reach 900°F after a
hill climb at full throttle. This converter temperature is only somewhat
higher than a conventional muffler at the same location, and 400 degrees
lower than that reached by the exhaust manifold of the engine, but the
converter is located closer to the ground and may cause fire and explosion
over tall grass and combustibles. This has led to the banning of catalytic
converters by some oil refineries and chemical plants.

An engine change is the other approach to meet the Federal stand-
ards on carbon monoxide and hydrocarbons (8). It is far more difficult
to meet the standards on NO,. The diesel engine emits smoke and odor
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and is 50% larger and heavier than the gasoline engine. The rotary
engine is already in mass production for the subcompact Mazda, which
requires a thermal afterburner and provides a disappointing gasoline
mileage. The stratified charge engine of Honda Motors has shown great
promise but needs proof of durability. There are many other interesting
new engines in the research and early development phase, including the
steam engine, the Stirling engine, the Rankin engine, the gas turbine,
the fuel cell, and the storage battery electric engines. All have strong
points, and all have great weaknesses that must be overcome. Experts
in manufacturing engineering and in customer service, within and out-
side of the automotive industry, believe that these engines cannot capture
a large percentage of the total market before the 1980’s. In the remainder
of this decade, the choice is among the conventional engine with the
catalytic converter, an enforced reduction of permissible vehicle-mileage
in urban areas, and a further reduction in the standards of ambient air
quality. For the next decade, the best solution is the goal of a vigorous
competition between the investigators of new engines and the researchers
of the catalytic converter.

Platinum and palladium are the active ingredients used in the first
generation of catalytic converters. In one design, these noble metals are
deposited on 1/16- to 1/8-inch pellets of high surface area alumina and
placed in a very shallow bed. In another design, the noble metals are
deposited on a thin “wash coat” of alumina, which adheres to the walls
of ceramic honeycomb monoliths. Since space is at a premium in an
automobile, the reactor volume should be kept to a minimum so that it
will be compact enough to fit inside the already crammed engine hood,
or it should be flat enough to fit under the front passenger’s seat.

The stated goal of the law is to minimize emissions from each new
car over 50,000 miles of use, subject to cost and reliability constraints.
Since urban pollution is the main target, the authorized test cycle simu-
lates an urban car starting in the morning with a cold engine and going
through stop-and-go traffic. The certification procedure specifies the
maximum permissible grams emission per mile traveled, regardless of
automobile weight or engine size.

W— f mF(t)e(t)/ f V(t)dt (g/mile) 1)

where m is the molecular weight of the pollutant in g/mole, F is flow
rate of exhaust gas in moles/min, ¢ is pollutant concentration in mole
fraction, and V is vehicle speed in miles/min. The currently official
CVS-CH procedure (Federal Cycle) calls for a cycle from a cold start,
with a rigidly specified schedule of vehicle speed as a function of time,
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covering 7.5 miles in 22.9 minutes. This is followed by a shutdown for
10 minutes and a re-start and repeat of the first 8.4 minutes of the cycle.

The dynamic range of the input variables to the catalytic converter
is impressive. The top speed attained in the Federal Cycle is 56.7 mph
and can be considerably higher in road use. The inlet gas temperature
varies from ambient to 1200°F in the Cycle and may go up to 1800°F
in road use. The chemical heat contained in the exhaust gas can be
considerable since each mole percent of CO yields 140°F temperature
rise upon oxidation. The flow rate of gases vary from 10 SCFM during
engine idle to 100 SCFM during rapid acceleration in the Cycle and may
go up to 200 SCFM in road use. The gaseous composition can vary from
an oxidizing condition with a lean air-to-fuel ratio to a reducing condi-
tion with a rich ratio. A secondary air pump is often needed with enough
capacity to ensure a net oxidizing atmosphere. The CO concentration
can vary from below 0.1% to above 8%. Under these conditions, the
gas has a reactor residence time of 10 to 200 msec, and a conversion level
of 80-90% is needed.

Many combinations of catalyst formulations and reactor configura-
tions are adequate when they are newly installed. The performance
deteriorates with use, mainly because of high temperature and poisons.
Instead of today’s gasoline with 3.0 g of lead per gallon, special gasoline
with less than 0.05 g of lead would be needed to avoid early deactivation.
This “lead-free” gasoline requires more refining and an additional cost
of about 0.1¢/gal (9) according to an independent study, but oil industry
estimates are higher than 1¢/gal. The catalytic converter occasionally
fails from physical attrition of the catalyst support and mechanical failure
of the auxiliary equipments.

In a few years the dollar sale of automotive catalysts may exceed
the combined sale of catalysts to the chemical and petroleum industries
(10). The application of reaction engineering principles to this emerging
technology is still in its infancy. The optimum design of an industrial
reactor evolves after many years of experience. There is virtually no
experience with the catalytic muffler, and there is tremendous room for
improvement. The catalytic converter also presents four new challenges
to the art and science of reaction engineering, which calls for pioneering
research:

(a) It is mass produced and placed directly in the hands of the
consuming public, who cannot and perhaps have no incentive to provide

monitoring and maintenance. A maintenance-free design with fail-safe
reliability is needed.

(b) Pressure drop across the catalytic converter must be severely
limited, requiring the unfamiliar shallow pellet bed, the ceramic mono-
lith, and the metallic screens. The transport properties and modeling of
these reactors need intensive study.
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(c) The oxidation of carbon monoxide and hydrocarbons over plati-
num and palladium exhibits a negative order kinetics. The optimal design
of catalysts and reactors for such kinetics should be investigated.

(d) The performance of the catalytic converter is defined over a
wide dynamic range of input variables and is dominated by the first two
minutes of transience from a cold start of the engine. The transient
behavior of converters should be better understood.

The catalytic muffler represents a delightful union of society needs
and research opportunity. It deserves the attention of some of the best
talents in our profession.

Optimum Policy

The overall goal of the Federal Clean Air Act should be the best
tradeoff between the benefits from a decrease in air pollution and the
costs to the public. Lawmakers need to have their views broadened by a
range of proposed policy alternatives, and they need to know the positive
and negative consequences of each alternative. Without the inputs from
many well-informed, unbiased, and ably argued position papers repre-
senting the technical point of view, the public laws enacted may turn
out to be wasteful, obstructive, or counter-productive. The optimal
design of a set of public laws, aimed at reducing pollution at minimum
cost to the nation, should be a high order of business. Reaction engineers
who seldom venture into the calculus of costs and benefits and into the
formulation of the optimum policy could perform another important
duty as experts and concerned citizens.

Ambient air quality depends on the average emission per car and
the total vehicle mileage. It does not seem reasonable to forbid the sale
of a vehicle that emits more than 9.0 g/mile of CO and to accept with
equal pleasure two vehicles emitting 1.0 and 8.9 g/mile. Such a law will
lead to the following distortions: encouraging a design for 8.9 g/mile,
with allowances for the variability in manufacturing quality control and
in vehicle testing experimental scatter; condemning to a junk yard an
automobile that emits 9.1 g/mile; giving no incentive to innovations
leading to very low emission cars. Instead, a law that sets a penalty
that is a continuous and rapidly increasing function of emission, coupled
with a positive reward for very low emission, would induce the manu-
facturers to produce better cars.

In a remarkable article, Shinnar argued that to obtain the highest
air quality, the emission standards must not be set too low (11). An
emission standard that is too stringent would be self-defeating since it
requires an elaborate engine design that is more prone to failure. A
converter failure may bring an emission that is 10-20 times the allowed
limit. If 5% of the automobiles on the road have failed converters that
are not yet detected and corrected, then the ambient air quality is domi-
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nated by the failure rate. A more stringent standard would lead to a
higher failure rate and dirtier air.

There are also many related areas where reaction engineers could
offer their time and talent as concerned citizens. For instance, why
should the air quality standard for CO specify that anywhere in the
United States an 8-hr average concentration of 9 ppm by volume should
not occur more than once a year? Why should the standard of auto-
mobile emissions, tailored to cure urban ills, be imposed on rural drivers?
Since 15 ppm is good enough for healthy persons, would it not be sensible
to relocate heart disease patients away from center city?

The task of curbing automobile pollutants cannot be ended by
regulating only the automobile manufacturers. There is no current fed-
eral law to require the periodic inspection and maintenance of vehicles
in use. In the chemical industry, a catalytic reactor is often a multi-
million dollar investment that is designed and constructed with the ex-
penditure of many engineering man-hours. To maximize profit, an
industrial reactor is monitored by many measuring and recording instru-
ments, under the watchful eyes of plant engineers ready to make correc-
tive measures. In contrast, the catalytic muffler with its accessories has
a retail value of perhaps $150 and is designed and constructed for the
daily use of the general public. The continued performance of the
catalytic converter may be a matter of indifference to the average motorist,
who in any case has neither the instrumentation nor the skill to inspect
and to maintain. The catalytic muffler needs to be failure-proof for 3
to 5 years without attention—a feature not shared by any automobile
accessory.

It has been proposed that the lack of motivation to repair a mal-
functioning catalytic muffler may be augmented by the installation of a
device that emits loud noises which cannot be silenced till the catalytic
muffler is repaired. This solution is still inadequate since the repair
service industry has not yet been organized. Thousands of mechanics
must be trained to diagnose and to repair the various types of catalytic
mufflers, thousands of diagnostic instruments must be mass produced
and distributed, millions of spare parts must be produced and stockpiled
in numerous warehouses (12). These tasks have not yet begun. Public
law is too serious a business to be left to the lawyers alone.

Unusual Catalytic Beds

Because of the concerns for engine performance and fuel economy,
the pressure drop across the catalytic muffler must be kept to the mini-
mum. The highest pressure drop occurs on wide-open throttle engine
operations when the exhaust gas flow rate and temperature are at the
maximum. A pressure drop of 5-8 inches of water is regarded as the
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upper limit of acceptability. This requirement has led to the development
of very shallow packed beds and monoliths.

Shallow Packed Beds. The current design of packed beds have
“pancake” aspect ratios, typically 1-2 inches deep with a cross-sectional
area of some 100 square inches. Since the pellets have a diameter of
1/16 to 1/8 inch, this means a bed of 10 to 20 layers of particles, which
is a radical departure from industrial beds of hundreds or thousands of
layers. Pressure drop requirements have also led to the development
of a number of radial-flow reactors, where the catalysts are placed in the
annulus of two concentric cylinders and where the gas flows in a direc-
tion parallel to the radius and transverse to the axis of the cylinders (see
Figure 1). Since both axial-flow and radial-flow reactors will be con-
sidered, the two directions in the reactor will be referred to as the
“longitudinal” and the “transverse” directions to avoid confusion.

N

Figure 1. Shallow pellet beds and monoliths

When a packed bed is less than 50 particles deep, a step signal
created by a sudden change in inlet concentration spreads as it travels
through the bed (13). The longitudinal spreading of a temperature
signal is considerably stronger (14, 15). These modifications to the con-
centration and temperature profiles have a strong effect on the reactor
performance. Dispersion of mass in the transverse direction is unimpor-
tant in a catalytic muffler since the side walls are impervious and non-
catalytic. Transverse dispersion of heat is insignificant for the short and
fat “pancake” reactors which approach adiabatic conditions but is more
important for the long and slim “cigars” reactors. Theories and experi-
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ments on the modeling of such shallow packed beds under dynamic
conditions are not well developed.

Using the terminology of Froment, the minimum model to use is
the Pseudo-Homogeneous A. II, where longitudinal dispersions are
imposed on a piston flow reactor (16):

@ de
dx? dx

d:r dT
Ad—xz—u(pc,) gasTE—[—H-R=0

D —R=0

(2)

The gases flow through an exhaust pipe of 2 to 3 inches in diameter in a
pulsating flow, with a frequency equal to half of the rpm of the engine,
multiplied by the number of cylinders and divided by the number of
converters. A rapidly expanding cone connects the exhaust pipe with the
catalytic bed of some 100 square inches in cross-sectional area, and a
similar contraction cone gathers the exit gas into an exhaust pipe. The
exhaust gas flow is turbulent in the exhaust pipe upstream from the
catalytic bed, with a Reynolds number of 5000-80,000. The Danckwerts
boundary conditions may be inappropriate since longitudinal dispersions
of mass and heat occur outside of the reactor in an unknown manner.

Inside the packed bed the Reynolds number of the gaseous flow
in the Federal Cycle is from 10 to 200, and the longitudinal Peclet num-
ber, ud,/D, for mass is almost constant at the value of 2 (13). This is
very fortunate since one can then use the same fixed Peclet number at
all flow rates. On the other hand, the longitudinal Peclet number for
heat, ud,(pc,)gas/A, is approximately constant with a value of 0.3 (15).
This sevenfold difference in the values of mass and heat longitudinal
dispersion complicates the computations.

The Pseudo-Homogeneous Cascade model is a good deal more
amenable to numerical computation.

u(C,’-l—Ci)—R=0 1=0toN

3

(pcp) u(Ti.y —T)) + R-H=0 ®

When the number of cells in the Cascade is chosen to be N — uL/2D,
the distribution of gaseous residence times is very similar between the
two models provided that N is greater than 10. Therefore to simulate
mass dispersion when the longitudinal Peclet number is 2, N should be
chosen to equal L/d,, or each cell should consist of one layer of catalyst
in the bed. On the other hand, to simulate temperature dispersion when
the longitudinal Peclet number for heat is 0.3, N should be chosen to
equal L/7d,, or each cell should consist of seven layers. For typical
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beds where L/d, is about 15, N should be equal to 15 or 2, depending
on whether mass dispersion or heat dispersion should be emphasized.
With such a small value of N, the analogy between the Dispersed Plug
Flow and Cascade model breaks down.

Caught between these two requirements, one might argue that an
accurate evaluation of heat dispersion is more important than an accurate
evaluate of mass dispersion because of the Arrhenius expression for reac-
tion rate. To be more precise, we can define the relative sensitivity of
the reaction rate to a percentage change in temperature compared with
a percentage change in concentration as:

oR oR
§= dlnT / dlnc
when R — f(c) e ¥RT (4)
_Q , dnf
S=%,7/ dinc

If the reaction rate is a simple n-th order,

dlnf
dlnc

n

so that S — Q/R,T - 1/n and has a value of about 20 for n < 1. It is
justified to choose N according to the needs for thermal dispersion. The
best value for N was determined by a set of transient experiments to be
N = (L/dy,)x(1/3), or each cell should consist of three layers of cata-
lysts (17, 18). Experimental values of the longitudinal dispersion in a
radial-flow reactor were published by Hlavacek et al. (19, 20).

The Heterogeneous Cascade model is also used for this problem,
where the temperature and concentration of the solid and gas phases
are allowed to be different. Dispersion is related to the gas to solid
transfer coeflicients as well as to N.

u(Tif —T¢) =ha(T?¢ — TS +H-R (5)

However, the rates of mass and heat transfer between the solid and the
gas are not proportional to gaseous flow rates. The jx and jp factors vary
approximately as —0.5 power of the Reynolds number so that Nu and Sh
vary as 0.5 power of Reynolds number, leading to transference units that
vary with —0.5 power of Reynolds number.

Nu - aL Sh - aL
Re - Pr TUx= (6)

TUx = Re - Sc
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All the above theoretical models assume uniform flow distributions. In
practice, channeling could be a problem in view of the sudden expansion
and contraction in gas flow. It could be remedied by judicious use of
baffles and deflectors, at the expense of increased pressure drop. Thermal
radiation effects are very important for the “pancake” design.

Monolithic Catalytic Beds. A bundle of parallel tubes offers much
less resistance to air flow than a random packed bed of spheres since the
flow does not have to change direction repeatedly and to split up and
rejoin around each sphere. The ceramic monolith is an integral bundle
of tubes with a variety of cross-sectional shapes including the circle, the
hexagon, the square, the equilateral triangle, and the sinusoid. In one
process a mixture of fibers and ceramic material is extruded from a die
and then fired in a kiln. In another process the material is formed into
alternating sheets of flat and corrugated layers, arranged into a stack,
and then fired in a kiln. Since these ceramic products have too little
surface area to support and to disperse catalysts, a high surface area
alumina is deposited on the tube surface as a “wash coat.” A number of
open metallic catalyst supports have also been developed in the form of
open-mesh and reinforced wire structures and staggered layers of me-
tallic screens or saddles. The pressure drop through the monoliths and
metallic screens tends to be lower so that these catalytic beds may have
“cigar” aspect ratios, typically 3-5 inches in diameter and 2-9 inches in
length.

A typical monolith used in catalytic mufflers has a channel diameter
of 0.05 inch, a wall thickness of 0.01 inch, and a washcoat thickness of
0.001 inch where the active precious metals are deposited. It is contained
in a stainless steel cylinder 5 inches in diameter and 5 inches long, con-
nected to the 2%-inch exhaust pipes by short cones. Gas flow rates
generated during the Federal Cycle would give Reynolds number ranging
from 20 to 400, which leads to a streamline flow at all times except per-
haps at the front opening of the channel where the gas may still be
turbulent. A great deal of channeling takes place in the monolith, induced
by the rapidly expanding and contracting cones. The flow rate is many
times greater at the center of the axis, causing faster warmup from a cold
start, faster aging, and lower conversion efficiency. This channeling can
be reduced by using flow deflectors upstream in the expansion cone, with
a simultaneous increase in pressure drop. A number of devices have
been tried and reported in the literature (21, 22).

The rates of mass and heat transfer from gases in streamline flow
to the walls have been investigated by many people beginning with
Graetz and Nusselt, often in connection with the design and operation
of compact heat exchangers (23). The rate of heat transfer is important
during the warmup, and also during destructive overheating of the mono-
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lith at high temperature operations. The early theoretical solutions con-
sider circular channels with fully developed velocity profiles, neglecting
longitudinal dispersion in the gas phase and radial conduction in the
solid phase.

9 or o " r or
u(r) =2a(1l — r2/r2)

oT ®2T 14T
u(pcy) k| — —
P [ ] (7)

The solution is

T (r,5) — Sewa(r/re) exp (—ﬁ,-z oz ) 8)

2ur, * 1o

where the eigenvalues are g = 2.705, 8; — 6.667, 8, — 10.67, etc. and
the eigenfunction y; has i zeros according to the Sturmian oscillation
theorem. When « is sufficiently large, all the terms in the series become
insignificant compared with the first term, and the radial temperature
profile reaches constant shape. It is customary to define a heat transfer
coefficient, h, in terms of the mixing cup average temperature of the
gas and to compute the Nusselt number Nu — hd/A. At the entrance
of the channel, the higher terms contribute to a very large value of Nu;
when the value of x/d - Re - Pr > 0.05, Nu reaches the asymptotic value
governed by the eigenfunction y, alone. These solutions were extended
to channels with a plug flow entrance and a developing velocity profile.
The two boundary conditions often used are constant wall temperature
and constant wall flux. The value of Nu for developing flow and constant
heat flux is greater than Nu for developing flow and constant wall tem-
perature, which is in turn greater than Nu for developed flow and con-
stant wall temperature. The asymptotic Nusselt numbers are independent
of the channel diameter or the Reynolds number. When the Reynolds
number is increased, the only effect is to lengthen the entrance region
of enhanced Nusselt number. In the catalytic muffler, the length of the
enhanced region is at most 0.7 inch vs. the channel length of 3-5 inches.

The computation of the Graetz-Nusselt problem was extended to
include a large variety of channel geometries, usually requiring numerical
techniques. The asymptotic Nusselt numbers were the goals, and velocity
profiles were sometimes obtained. The diameter, d, used in the definition
of the Nusselt number becomes the hydraulic diameter, or four times
channel cross-sectional area divided by the wetted perimeter. These
solutions are summarized by Kays and London (24) and by Shah and
London (25). They range from 2.5 for sinusoidal channels to 7.5 for
parallel plates. The fully developed velocity field in sinusoids was solved
by Sherony and Solbrig (26). Schoenherr et al. have shown that tri-
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angular and sinusoidal channels have stagnant corners where the local
heat transfer coefficient almost drops to zero (27).

There is little experimental confirmation of these in the literature.
For the catalytic muffler, the conditions of these calculations are not
fulfilled: there is turbulence at the entrance of the channel, and the
wall is neither at constant temperature nor possesses constant heat flux.
Heck et al. have a paper in this symposium, measuring the experimental
temperature profiles of a monolith under warmup conditions (28). They
found that the average Nusselt number is a mildly increasing function
of the Reynolds number and falls between the asymptotic values for
constant wall temperature and for constant wall flux. The radial tem-
perature gradient is negligible. The entrance region of developing ther-
mal boundary layer is longer than expected, possibly because of entrance
turbulence. Koch studied mass transport in monoliths of various lengths
by ethylene oxidation (29). He found good agreement between his data
and the fully developed laminar flow theory when the temperature is
sufficiently high and mass transport is rate limiting.

The monolith under present muffler design is very seldom under
mass transfer limiting conditions, except for turnpike driving conditions
with very high speed gas flow and fully warmed catalysts. Assuming an
infinitely fast kinetics, the exit concentration from a monolith is given by

(9)

C/Cu — e'_TU — exp [_ Sh . alz]

ReSe

When 90% conversion is desired, the value needed for TU is 2.3. The
value of the Sherwood number may be assumed equal to the Nusselt
number. Under reaction conditions, the Schmidt number is 0.23 for
hydrogen, 0.81 for CO, and 1.60 for benzene. A typical monolith with
0.05-inch channel diameter and 5-inch length has a value of 260 for aL.
Thus even with the most unfavorable channel geometry and Sh — 2.5,
we would be mass transport limited only when Re — 180, at the upper
end reached in the Federal Cycle. However, good heat transfer is needed
in the warmup period from a cold start.

The modeling of simultaneous mass and heat transport and chemical
reaction on catalytic walls may be approximated by the Heterogeneous
B.I model of Froment. The problem is quite complex and can be solved
only by numerical techniques even if the Nusselt number is assumed
constant throughout the channel length. When the radial gradient in
the gas phase is also taken into account, we arrive at a model that is not
in the classification scheme of Froment. Under isothermal conditions,
this problem was tackled by Katz, by Solomon and Hudson, and by Lupa
and Dranoff, using eigenfunction expansion (30, 31, 32). These methods
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are not widely used since the catalytic muffler channels are not iso-
Young and Finlayson solved this problem by using numerical integration,
and by orthogonal collocation methods (33). They discovered that a
spot may develop on the wall to ignite the reaction, and to rejuvenate
the Nusselt number for a short length. If the wall flux suddenly switches
from negative to positive, the Nusselt number can decline rapidly to
negative infinity and return to the positive asymptotic value by way
of positive infinity. This curious phenomenon arises when the average
temperature of the gas is higher than wall temperature, which is in turn
higher than the gas temperature immediately adjacent to the wall; this
gives rise to a positive value for gaseous temperature gradient at the
wall but a negative value for Ts-T,. Experimental investigations are
needed to evaluate the practical significance of these phenomena.

An approximate equivalence between the Heterogeneous Dispersion
B.II model and the Pseudo-Homogeneous Dispersion A.II model was
given by Vortmeyer and Schaefer (34). They demonstrated that when
02/9x? (Ts-T,) =0, model B.II is equivalent to model A.II when one
assigns

Aa = AB + u? (pc,,) ,z/ha (10)

This assumption is valid under mild conditions but breaks down under
light-off conditions. After transforming the gas—solid heat transfer coeffi-
cient into a longitudinal dispersion coefficient, one can take one more
step and transform this A.II model into a Cascade model. When Az =0,
let

_ ud(pc,)  dha L. ax
Pen — A (upcey) i
and,
\r PeH L d ha I/
N— ZtH -

Unfortunately, h is practically independent of Reynolds number instead
of being proportional to it. Thus, under low Reynolds number the mono-
lith may be considered to be 60 cells in series, but under high Reynolds
number the monolith must be considered to be six cells in series, which
makes computation difficult.

The best channel cross-sectional shape, the best channel diameter,
and the best channel length are the subjects of several investigations.
Sufficient geometric surface area must be provided to disperse the alumina
washcoat and platinum. Beyond that point, more surface area would



Published on June 1, 1975 on http://pubs.acs.org | doi: 10.1021/ba-1975-0148.ch001

14 CHEMICAL REACTION ENGINEERING REVIEWS

mean a heavier monolith and is not desirable. A small channel diameter
would simultaneously increase heat transfer coefficient h, and surface
to volume ratio a since the Nusselt number is practically independent
of channel diameter; it would also lead to a much higher pressure drop.
The best diameter is the result of a compromise. The optimum channel
shape is more controversial since there is no generally accepted set of
variables to be held constant during a comparison. Circular channels are
not seriously considered since they involve thick and heavy walls. For
fast warmup, a set of infinitely wide parallel plates would be the best
since it would give the highest transfer coefficient to the surface for
the same gas flow rate and pressure drop. This configuration must be
ruled out for its structural weaknesses. The next best shape is an elon-
gated rectangle, which is still difficult to make and to protect. Hegedus
made a comparison for various practical shapes, based on the same
hydraulic diameter and average gaseous velocity (35). He showed that
from the point of view of lower surface area requirement and lower
pressure drop, the circle and hexagon are superior to the square, which
is superior to the triangle and sinusoid. His results are given in Table I.

TableI. Comparison of Monolith Geometries with the

Same Hydraulic Radius”
Circle Hexagon Square Triangle Sinusoid
Volume of wall 10.2 102 129 15.7 15.7
needed, in.3
Pressure drop, 4.1 3.9 4.5 5.1 5.0
inch water

¢ Surface needed for 99% conversion under mass transfer limited conditions. All
geometries have the same hydraulic radius of 0.062 cm, mass flow rate of 0.75 g/cm?
sec, wall thickness of 0.0305 cm, and temperature at 600°C. Hegedus defines the
hydraulic radius as one-half of hydraulic diameter.

Table II. Comparison of Monolith Geometries with the
Same Cross-Sectional Area®

Circle Heragon Square Triangle Sinusoid

Length, in. 44 44 41 41  37-40
Wall volume, in® 128 9.2 9.8 104 11.6
AP, inch H,0 4.5 4.7 5.0 5.7 5.5

* Length and surface area needed for 99% conversion under mass transfer limited
conditions, with open area of 0.02 cm2.

On the other hand, Johnson and Chang made a comparison based on
the assumption of equal channel open cross-sectional area (36). A
sinusoid, in comparison with a hexagon with the same cross-sectional
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area, has a smaller hydraulic diameter and larger pressure drop but can
be made more compact. Their results are shown in Table II.

These differences are significant for the requirement of fast warmup.
During the manufacture of the ceramic monolith, slumping of the wet
material will distort the exact geometric shapes; however, thick coat-
ings of washcoats will round out the sharp corners and improve the
performance.

Negative Order Kinetics

For most reactions under isothermal conditions, the reaction rate is
an increasing function of the concentration of each reactant consumed.
Most of our reaction engineering literature is rooted on the Guldberg-
Waage mass action law, on reactions of positive fractional order, on rates
involving a quotients of polynomials, all obeying the relation 4R/6C = 0
where C is the concentration of a reactant consumed. Many of the reac-
tion engineering rules that have been worked out and applied widely are
based on the positive order kinetics, such as the economy of the piston
flow reactor over the stirred tank reactor in reactor volume requirements,
the superiority of the once-through reactor over the recycle reactor, and
the decline of the effectiveness of porous catalysts when isothermal
diffusion effects are encountered. These rules are reversed when one
encounters negative order kinetics.

Negative order kinetics are rare but are industrially important. Auto-
catalytic and free radical reactions are often cited but are improper
examples since a decline in reactant concentration is not always asso-
ciated with an increase in catalytic or radical concentrations. Hydro-
genolysis, or the splitting of a saturated hydrocarbon into two saturated
hydrocarbons by hydrogen, exhibits negative order with respect to
hydrogen concentrations over many supported metals.

AB + H, = AH + BH

Morikawa, Benedict, and Taylor have found the reaction to be —1.2 to
—2.5 order dependent on concentration (37). Sinfelt gave the reaction
orders of ethane hydrogenolysis over the transition metals as —0.8 to
—2.5 (38).

The kinetics of CO oxidation over platinum and palladium have been
investigated by numerous scientists, beginning with the pioneering work
of Irving Langmuir (39). He showed that the kinetics can be repre-
sented by the expression

rate =k (0,) / (CO) (11)
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He speculated that the rate-controlling mechanism is the combination
of the adsorbed oxygen atoms and adsorbed CO. The platinum surface
is intensively covered with adsorbed CO so that an increase of CO con-
centration would decrease the adsorbed concentration of oxygen and
the rate of reaction. This kinetic phenomenon has been confirmed many
times by various investigators (40, 41, 42, 43, 44). Baddour and Cochran
studied CO oxidation over palladium and platinum with simultaneous
infrared measurements (45). They discovered that the kinetics are di-
vided into two regimes: a “normal regime” where the CO concentration
is above a critical value, where the kinetics has a negative dependence on
CO concentration, and where there is significant infrared absorption
at 2100 cm™; and a “low surface coverage regime” where the CO con-
centration is below a critical value, where the kinetics is first order to
CO concentration, and where the infrared absorption peak is absent.

4 T T T T

© (NEGATIVE FIRST
ORDER)

RATE (C)
RATE (Cg)
N

£ =0 (FIRST ORDER)
1 1 1 1

(o] 0.2 0.4 0.6 0.8 1.0
C/Co

Figure 2. The bimolecular Langmuir ki-
netics

A careful experiment and quantitave analysis of the kinetic data was
performed by Voltz et al. (46). Their experiment was done over impreg-
nated platinum catalysts on pellets, with temperatures and gaseous com-
positions simulating exhaust gases. To minimize diffusion effects, most
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of the platinum was deposited in the outer portions of the particle. They
found that their CO oxidation data can be fitted by

k1(CO) (0.)

Ta% = 1T I k,(CO) ]2

(12)

where (CO) and (O,) are in mole %-atm and

ky =1.83 X 102 exp(—22,500/T), (sec)'(0s)!
ks = 6.55 X101 exp(+1,730/T), (CO)™

T = temperature, degrees Rankin.

The denominator term in Equation 12 contains contributions from
NO and hydrocarbons when they are present. The propylene oxidation
rate has the same form as Equation 12. The form of these kinetics is
given in Figure 2 which is strikingly different from the form of a first-
order kinetics. Here, C is the concentration of CO. The maximum rate
is attained at C = 1/k..

Many peculiar properties result from the bimolar Langmuir kinetics
of Equation 12. For instance, the concentration profile of a first-order
kinetics in an isothermal piston flow reactor follows an exponential curve
shown in Figure 3. This convex function indicates that any backmixing
would harm the performance so that a constant stirred tank reactor or a
recycle reactor of the same volume would be far less efficient than a piston
flow reactor. However for a bimolecular Langmuir kinetics in the same
reactor, the concentration profile is given by integration of Equation 12
to yield:

ki(0z)r = —Iny +2¢(1 —y) + (1 —¢%)/2 (13)

0.8 £ = kyCo

0.6t

£=0

(FIRST

0.4H ORDER) 7

0.2 .
0.0 ] 1

0 20 40 60 80 100

K (0p)r

Figure 3. Conversion in piston flow reactor
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where r is the residence time, y is the ratio (CO)/(CO)inet, and ¢ is
kZCinlet-

The concentration profiles given in Figure 3 are concave so that
backmixing would be beneficial (3). When the bimolecular Langmuir
kinetics occur in an isothermal CSTR, the reactor performance is de-
scribed by

k1(02)r= (1 —y) (1 +¢y)*/y (14)

Above a critical value of ¢ = 8, there will be three steady-state solu-
tions for each value of k;(O;)r. Thus in an experiment where the value
of k1(O;)r is varied by changing the flow rate of gases or by changing
the flow rate of gases or by changing the reactor temperature, the degree
of conversion would take sudden leaps and would exhibit hysteresis (see
Figure 4). For the recycle reactor with a recycle ratio of R, the reactor
equation is:

ki(O2)7r— (1+ R){Inz 4 2¢y(z — 1) + &92(22 — 1)/2}  (15)
wherez = (1 4+ Ry)/(1 + R)y

Similar instabilities can be observed in Figure 5.

Thus, the CSTR and the recycle reactors are superior in performance
to the piston flow reactor when the kinetics are of the bimolecular Lang-
muir type. Great care must be taken to avoid the instabilities which can
arise during the acceleration of an automobile when the residence time
can rise by a factor of 20, when the CO inlet concentration may vary
from 8 to 0.1%, and when the temperature may vary from 900° to
1800°F (3).

An even more interesting phenomenon arises when the bimolecular
Langmuir kinetics take place with simultaneous diffusion across a porous
catalyst. The classical Thiele analysis showed that a drop of concentra-
tion in the interior of a catalyst would lead to a decrease in overall
reaction rate—as long as there is a positive dependence of local reaction
rate on local concentration. For the bimolecular Langmuir kinetics the
same concentration drop in the interior would lead to an increase in
overall reaction rate (47, 48). Wei and Becker (49) showed that even
in an isothermal reactor the overall effectiveness factor can be greater
than 1 and that multiple steady-state solutions can be expected when
the value of ¢ exceeds 8. This means that for a given quantity of platinum
it is better to spread it over a thicker support layer than to concentrate it
on a narrow layer near the pellet surface. An even deeper placement
of platinum is advantageous in avoiding lead and phosphorus deposition
on the catalyst pellets, which tend to concentrate on the surface (50).
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k (0p)r

Figure 4. Conversion in CSTR
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Figure 5. Conversion in recycle reactor

These theoretical advantages have been confirmed by the experimental
data of Doelp et al. (51) and by Michalko (52). These observations can
lead to a complete reversal of the conventional policy of optimal catalyst
design: deposition of the catalyst on the very edge of the support to
form the so-called “eggshell” catalyst should be replaced by deeper
deposition to form “egg yolk” catalysts.

A highly exothermic reaction can give rise to multiple steady-state
solutions, hysteresis, and instability in a reactor. Davies and Buben
observed these instabilities in the oxidation of hydrogen and ammonia
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on platinum wires (53). Highly self-poisoned bimolecular Langmuir ki-
netics can give rise to all these instability phenomena even in an iso-
thermal system.

Cardoso and Luss (43) have studied the oxidation of butane and
CO over coiled platinum wires. When the temperature of the gas was
raised and then lowered, the temperature of the wire demonstrated two
branches of steady-state solutions with hysteresis. These instabilities are
associated with reaction heat effects since the temperature difference
between the wire and the gas can be several hundred degrees. Hugo
and Jakubith (44) observed multiple steady-state conditions and hys-
teresis with CO oxidation on a wire mesh of platinum. They believed
the system to be isothermal and hypothesized the cause of oscillations
as an alternation of adsorbed CO between a linear and bridge form.

Luss and Amundson (54) have pointed out that for isothermal
reactions inside a porous catalyst, multiple steady states cannot take
place if the maximum rate occurs at the surface. Luss and Lee (55)
computed multiple steady states in an isothermal catalyst slab when
the diffusivities of the two reactants are markedly different and when the
reaction rate depends on one reactant positively and on the other re-
actant negatively. A case of isothermal instability was observed by
Beusch, Fieguth, and Wicke (56) with CO oxidation over platinum
deposited on alumina pellets of 3-mm diameter. As the concentration
of CO in the gas phase was increased, the production rate of CO, ini-
tially increases and then abruptly descends to a lower branch; when
the CO concentration was decreased, the CO, production rate stayed
on the lower branch for a while, and then abruptly ascended to the upper
branch. Oscillations were also observed. Their data can be explained
qualitatively by the theory of Wei and Becker (49).

The peculiarities of this negative order kinetics has led to many
re-evaluations in reaction engineering practices, and they are important
in designing the catalytic mufflers. The instabilities may be related to
the sudden monolith melting and to the phenomenon of “breakthrough”
—sudden transient emission of unconverted CO and hydrocarbons in a
a fully warmed-up converter.

Transience and Dynamics

Most industrial catalytic reactors are designed to operate within a
very narrow range of inlet temperatures, flow rates, and concentrations.
Except for start-up, a change in feedstock, or an occasional upset, steady-
state conditions prevail. On the other hand, rapid transience and wide
dynamic ranges are the rule with the catalytic muffler. The proper
engineering of the catalytic muffler requires an accurate transience analy-
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sis and an optimal reactor design over a wide range of input variables
with aging catalysts.

The required level of conversion over the entire Federal Cycle is in
the range of 70-90%. Since the catalytic converter is not hot enough
during the first two minutes to be effective, the conversion after the first
two minutes must be much better than the average value of 90%. A
converter that effects better than 90% conversion at a high flow rate
and low temperature with an aged catalyst must be overdesigned during
a low flow rate and high temperature with fresh catalyst. Homogeneous
gas phase oxidation may become important at temperatures above 1600°F.

Another area where transient analysis is sorely needed is destructive
melting of monoliths, which occurs above 2500°F. These temperatures
cannot be achieved by the sensible heat of the exhaust gases alone and
must involve combustion of unburned CO and hydrocarbons in the
exhaust gas. Thermal radiation must play a central role in the heat
balance leading to such damage. In the absence of transport effects,
the maximum temperature attained in a combustible mixture is the adia-
batic flame temperature. However, if the combustion takes place exclu-
sively on the wall, the maximum wall temperature is governed by the
ratio of mass transfer coefficient of the combustible to the heat transfer
coefficient. When the value of the Lewis number c,pD/A is greater than
1, which is the case for hydrogen, the maximum wall temperature may
exceed the adiabatic flame temperature. This phenomenon was predicted
by Heck (57) and experimentally confirmed by Hegedus (58).

Vardi and Biller (59) are the first to realize the central importance
of modeling the reactor bed temperature during a cold start. Their model
of the reactor is one dimensional with separate temperatures for gas
and solid but without longitudinal dispersion and without chemical reac-
tion. To perform the computation, they replaced the continuum in the
longitudinal direction with finite intervals which reduces the reactor
to a series of 10 to 30 tirred tanks. Their input conditions derive from
the seven mode California Cycle of the 1960’s. They concluded that
most of the transience takes place in the first two minutes and that the
temperature between the gas and the solid is seldom higher than 50°F.

The first successful model that describes the complete performance
of a catalytic muffler during a cold-start Federal Cycle was given by
Wei (17) and by Kuo et al. (18). It describes a radial-flow pellet bed
with base metal oxide eggshell catalyst, by using a Cascade model where
each cell comprises three to four rows of pellets. A complete history of
the inlet gas flow rates, temperatures, and gaseous compositions entering
the catalytic muffler constitutes the input. The temperature and gaseous
concentrations in each cell are computed as functions of time. This
model has been used to predict muffler outlet concentrations and bed
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temperatures which fit the experimental data accurately. This model has
been extensively used to explore the relative importance of numerous
variables of design and operation and to point to promising avenues for
new design.

Harned investigated the modeling of monolithic beds with base
metal and precious metal catalysts (60). The bed is assumed to be
heterogeneous piston flow without axial dispersion, and the kinetic used
is simple negative first order. Finite difference methods were used so
that the axial length is effectively divided into 10 to 40 zones. This
creates a Cascade model, where the number of cells is assumed to be
independent of a tenfold change in flow rate. No attempt was made
to compare these calculations with experimental data, and the validity
of this model is yet to be established. Ferguson and Finlayson have
demonstrated that quasi-static solutions are close to dynamic solutions
(61). Bauerle and Nobe also modeled pellet beds as heterogeneous
piston flow without axial dispersion, again without experimental con-
firmation (62). Young and Finlayson challenged the validity of these
monolithic models for neglecting radial gaseous temperature gradient
(33). They showed that the Nusselt and Sherwood numbers cannot be
considered passive parameters that are assigned ahead of time since
they depend on the rate of chemical reaction. Our great need today,
as always, is a rapid, closed loop between theoretical predictions and
experimental testing.

The durability of the catalyst is limited by thermal aging and by
poisoning (63). The deposition of lead and sulfur in a monolith is heavily
concentrated at the reactor inlet (50). A similar tendency is usually not
observed in a packed bed, possibly because of a slow catalyst circulation
driven by the pulsating gas flow. Lead and sulfur penetrations inside a
porous support are mainly confined to a depth of 0.6 mm. The optimal
reactor design for such aging characteristics is a fertile field for imagina-
tive optimization.

Conclusion

This review has described the catalytic muffler as:
new—lots of room for improvement,

big—annual sales of several hundred million dollars,
here to stay—no effective competition till 1980’s.

A few past achievements are dwarfed by the many unsolved problems
which pose a challenge we cannot ignore.
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Nomenclature

NRPES Y EROPYZI ZI DATTEALYS QF

B ge
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surface to volume ratio

pollutant concentration

heat capacity

dispersion coeflicient

hydraulic diameter of channel

diameter of pellets

flow rate of gas

heat of reaction

heat transfer coefficient between gas and solid
mass transfer coefficient between gas and solid
length of bed

molecular weight of pollutant

number of cells in Cascade model

reaction order

Nusselt number, hd/x

Peclet number ud/D and udpc,/r

Prandt]l number c,u/A

activation energy

reaction speed

gas constant

distance in radial direction

radius of tube

Reynolds number dup/A

Schmidt number, x/pD

Sherwood number, kd/D

temperature

transfer units, Nu-aL/Re-Pr or Sh-aL/Re-Sc
time

gas velocity in bed

vehicle speed

gm/mile of pollutant emission in Federal Cycle
distance, longitudinal direction

thermal diffusivity, A/pc, in gas
eigenvalue in Graetz problem
heat conduction coeflicient
viscosity

k2C inlet

density

residence time

eigenfunction in Graetz problem
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Kinetic Models in Heterogeneous Catalysis

SOL W. WELLER

Department of Chemical Engineering, State University of New York at Buffalo,
Buffalo, N. Y. 14214

The diverse meanings of “kinetic models” and the varied
objectives in establishing models are reviewed. Three com-
monly used and theoretically derivable isotherms—Lang-
muir, Freundlich, and Temkin—attempt to relate surface
concentrations to gas phase composition. In the Langmuir
isotherm, problems arise with enhanced adsorption from
reactive mixtures, apparent negative values of adsorption
coefficients, and abnormal temperature dependence of ad-
sorption coefficients. Various approaches in the past 10
years have been taken to kinetic modelling in heterogeneous
catalysis. A few procedural suggestions are offered for those
whose primary interest is reactor design and for those whose
primary interest is reaction mechanism.

The subject of kinetic models in heterogeneous catalysis is a troubling

one. A rigorous theory of heterogeneous catalytic kinetics is analogous
to a Greek tragedy: the protagonist is doomed to failure, and the course
of that failure is known to the observers from the start. The roots of this
preordained doom for practical systems are two-fold.

First, the surface of a practical catalyst is not uniform, geometrically
or energetically; the adsorbate molecules may interact both to produce
surface complexes and also to give adsorption energies that depend on
surface coverage; neither of these effects is quantitatively predictable
today from first principles for any arbitrary system. As a result, we have
no way of knowing in advance, for any system, which of several different
isotherms is quantitatively valid. More is said about different isotherms
later, and I point out here only that each of them depends on the unveri-
fiable assumption of some model about the uniformity of the surface or
the distribution of energies.

The second root of the tragedy lies in the need to use adsorption
isotherms at all. In homogeneous kinetics, and often in enzymatic kinetics,

26
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one can measure directly the concentrations of the reacting species. With
the added assumption that the mass action law is applicable to elementary
reaction steps, we can then piece out a reaction mechanism which can
be examined for consistency with the global kinetics. In heterogeneous
catalysis we generally are ignorant of the surface concentrations. Even
as powerful a tool as measurement of the IR absorption spectra of ad-
sorbed species, for example, may give information about entities which
are present in large concentration on the surface but may be irrelevant
to the reaction mechanism. [The concept of a “most abundant surface
intermediate” (masi), discussed by Boudart in his recent and excellent
review (1), is concerned with surface species that are, in fact, inter-
mediates.] We then add to this problem of indirect estimate of surface
concentrations the implicit assumption that the simple mass action law
applies to elementary surface reactions. The literature is replete with
claims of rate-limiting surface reactions that are third or fourth order—a
result which would make a homogeneous kineticist tremble.
Nevertheless, the reactions occur, we can make some sense out of the
kinetics, and we have some feeling about the general principles that
undrly heterogeneous kinetics, What is the rational man to do? There
has been a spectrum of possible approaches, all of which have advocates,
and examples of which I will give. Near one end of the spectrum are
those who correctly claim that fundamental understanding is clearly
preferable to raw empiricism and who also believe that there is adequate
reason to accept the quantitative validity of some isotherm (say, Lang-
muir-Hinshelwood) and of the mass action principle, and that it is
possible to establish the reaction mechanism (or at least the rate-limiting
step) through consistency with the observed kinetics. Near the other
end of the spectrum are those who claim that none of the theories has
quantitative validity and that the important thing in practice is to obtain
the most convenient empirical kinetic equation that provides adequate fit
to observations and that permits design of commercial reactors intended
to operate within the range of parameters studies. The intermediate
positions are numerous. One popular one, at least among chemists turned
kineticists, is to assert that some isotherm, say Langmuir-Hinshelwood,
gives correct qualitative insights although it may lack quantitative valid-
ity, that useful forms of the global rate expression may be deduced on
the basis of this assumption, but that by no means is the reaction mecha-
nism to be believed as proved simply from consistency with kinetic data.
Another intermediate position, intrinsically attractive, is to say that we
will progressively complicate (as needed) the simplest theoretical ex-
pression (e.g., of the Langmuir-Hinshelwood type), incorporate those
changes required by heterogeneity or interaction, and suffer as a neces-
sary evil the resulting complications in the final rate law. The difficulty
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with this, of course, is that we don’t know a priori what complications
are quantitatively justified for our system.

Perhaps the best way to proceed here is to try to answer some funda-
mental questions.

(1) Some definition of terms is appropriate. Specifically, what do
we mean by “kinetic model”?

(2) Why do we wish to establish the kinetic model? What are our
objectives as engineers or engineering scientists?

(3) Since we normally cannot directly determine the surface con-
centrations of reacting species, what is the range of validity of the various
adsorption isotherms that relate surface concentrations to the observable
gas-phase partial pressures?

(4) To what extent can kinetics furnish unambiguous answers to
certain fundamental questions concerning the nature of the catalyst
surface and the detailed course of the surface reactions which are actually
occurring?

Kinetic Models

There are at least two interpretations of this expression to be found
in the literature:

(a) The actual mechanism, at the molecular level, by which the
chemical reaction occurs.

(b) A convenient and reasonable representation of the reaction
which, although not in general unique, is at least consistent with known
data and permits both interpolation and some extrapolation.

[Knozinger et al. (2) have recently drawn even more explicit distinctions
in the following definitions:

“Mechanistic model: a reaction scheme which can be interpreted as
a possible molecular mechanism, the intermediate species and active sites
of which can be observed directly or must be postulated on the grounds
of experimental evidence.

Kinetic equation: a rate equation that is deduced for a given mecha-
nistic model.

Kinetic model: a purely formal reaction scheme whose intermediates
and active sites are not interpreted as any real chemical species.

Formal kinetic equation: a rate equation that is deduced for a given
kinetic model.”]

The difference between the two interpretations is not trivial since
it is always desirable in science to distinguish between reality and plausi-
bility or, in other words, between necessity and consistency. In one case,
establishing the kinetic model is considered the equivalent of establishing
a unique truth concerning the way in which the reaction actually occurs.
In the other, only consistency and convenience are involved. Boudart (3)
has expressed an extreme position on the entire matter: “‘Mechanism’ or
‘model’ can mean an assumed reaction network, or a plausible sequence
of steps for a given reaction, or a postulated stereochemical path during
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the course of an isolated step. Since methods of investigation and goals
are so utterly different in the study of networks, sequences and steps, the
words ‘mechanism’ or ‘model’ should be avoided. They have acquired
the bad connotation associated with irresponsible or vain speculation,
largely to describe achievements that vary widely in sophistication.”

At this point it is useful to ask why we wish to establish the kinetic
model for a surface reaction. If the reason is to prove conclusively the
molecular mechanism by which the reaction is truly occurring on the
catalyst surface, then the response must probably be that (1) the mecha-
nism of no solid-catalyzed reaction is adequately understood at the
molecular level, even for as simple a case as H,—D, exchange, and (2) of
all the sophisticated approaches that have been applied to the establish-
ing of catalytic reaction mechanisms, kinetics is among the least useful
in providing unambiguous answers. Much more useful, in different sys-
tems, are techniques such as isotopic tracer studies, isotopic rate effects,
determination of stoichiometric number, investigation of the stereochemis-
try of complex reaction products, and infrared absorption spectra of
adsorbed species, which have all given some insight as to the reaction
mechanism.

On the other hand, if we wish a kinetic model for less ambitious
reasons—to be consistent with rate data, to permit reactor design, to
suggest new experiments based on predictions of the model, to contribute
qualitative insight into a possible reaction path—then many approaches
are possible and plausible.

Adsorption Isotherms

Most of us go through the following steps implicitly or explicitly,
in deriving a rate equation on the basis of a particular kinetic model for
a surface-catalyzed reaction:

(a) Choose a particular surface reaction as the rate-limiting step.
(For simplicity, this discussion is limited to cases where such a procedure
is justiﬁall))le—i.e., where all heat and mass transfer steps and all adsorption
and desorption processes are relatively rapid; only one step in an overall
sequence is rate limiting, etc.) As an example, in a reaction 2A - B + C,
we may wish to consider the implication of assuming that (1) reaction
occurs only between molecules of chemisorbed A, and (2) the rate-
limiting step is reaction between two molecules of A adsorbed on adjacent
sites.

(b) Assume that a conventional mass-action law applies to such
surface reactions, where the Guldberg-Waage “active masses” are pro-
portional to the surface concentrations (or fractional coverage).

(e) Assume that some isotherm equation correctly relates the surface
concentration of any species to the observable partial pressures of all
species in the ambient bulk gas.
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(d) Deduce the corresponding rate equation relating the global
kinetics to the observable partial pressures.

Although the following discussion will focus largely on step c, brief
comments about a and b are appropriate. First, it is common to treat
surface reactions in terms of the fundamental concept advanced by
Langmuir (4, 5) and Hinshelwood (6)—i.e., that the molecules react
while adsorbed, with coverage not exceeding a monolayer. Langmuir
himself, in his extraordinary 1921 paper on the Pt-catalyzed oxidation of
CO and H, (5), suggested an alternate possibility: that reaction may
occur directly on collision of a gas molecule with an adsorbed molecule
or atom. This concept was later developed by Rideal and Eley (7, 8)
and has been variously labelled the Langmuir-Rideal, Rideal-Eley, Eley-
Rideal, or “dive-bomb” mechanism. The resultant rate equations differ
significantly from the Langmuir-Hinshelwood form. There are few, if
any, unambiguous examples where this mechanism is operative. [Never-
theless, Sinfelt has had great practical success in applying a mildly com-
plicated version of this mechanism in the treatment of hydrocarbon
hydrogenolysis over supported metals. His model is derived from that
used earlier by Taylor and co-workers at Princeton. cf. Ref. 10.] How-
ever, the Mars-van Krevelen (9) approach to oxidation reactions over
transition metal oxides does in fact invoke the notion of cyclic redox
reaction of the catalyst directly on collision of a gaseous molecule (sub-
strate or O,) with the (oxidized or reduced) surface. This approach
has achieved considerable popularity; its fundamental formulation and
limitations are considered in some detail later.

With respect to item b, if the binding energies of adsorbed mole-
cules are not identical, there is no reason to expect equal reactivity of
those molecules. The direct result is that the assumption of a surface
mass-action rate law is without theoretical justification for systems of
non-uniform energetics. To put the matter another way, the surface rate
constant k, normally assumed to be only a function of temperature, will
also be a function of surface coverage in the general case.

We now consider item c¢ and inquire: what is the proper equilibrium
adsorption isotherm to be used in developing a rate equation? Again
for simplicity, the discussion is limited to adsorption without dissociation.
Before attempting an answer, we review some salient characteristics of
the Langmuir, Freundlich, and Temkin isotherms and the assumptions
involved in their derivation. These are singled out because of their
relevance to monolayer chemisorption.

Langmuir Isotherm. The Langmuir isotherm, initially derived on
the basis of kinetic arguments (11), can be derived equally well from the
statistical thermodynamics appropriate to equilibrium in ideal localized
monolayers (12). However, in either case the validity of the simple
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isotherm depends on the satisfaction of a set of postulates, some of which
are more easily granted than others as being true for real systems. Re-
gardless of any questions concerning the quantitative validity of all the
postulates, Langmuir’s concepts are of fundamental importance to all
subsequent theoretical work in the field.

Some of the key assumptions and results of the elementary equation
are:

(1) Adsorption occurs on a finite number of equivalent sites on
a uniform surface.

(2) Each site can adsorb one and only one gas molecule, and the
adsorption is localized. This implies localized monolayers. If the mole-
cules were totally free to move over the surface with no mutual inter-
action, they would behave as a two-dimensional perfect gas. Freedom
to move, but with varying degrees of mutual interaction, would corre-
spond to the appropriately imperfect, two-dimensional gas.

(3) The adsorbed molecules do not interact, and their energies are
independent of the presence or absence of adsorbed molecules on neigh-
boring sites.

(4) If two or more species of gas molecules are present, they will
compete for adsorption on the fixed number of equivalent sites.

(5) For any gaseous species i, the corresponding equilibrium ad-
sorption constant K; is the ratio of an adsorption rate constant k;, and a
desorption rate constant k;,. K; is intrinsically positive. Moreover, K; =
exp[ —AG;°/RT] = exp[+AS;°/R] exp[— AH®°;/RT], where AG;, AS;°,
and AH;° are the free energy, entropy, and enthalpy change on adsorption.

(6) For any gaseous species i at a partial pressure p;, the fraction of
sites covered by adsorbed i (6;) increases linearly with p; at sufficiently
low values of p;; conversely, 6; becomes independent of p; at sufficiently
high values of p;.

The problems with the quantitative, literal application of the simple
Langmuir isotherm have been presented in many places. Only a few
additional comments are made here, chiefly in connection with the tem-
perature dependence and the sign of the constants K;. Parenthetically,
Langmuir was one of his own most severe critics. In his 1938 Faraday
Lecture (13) he observes, in discussing his work on the adsorption of
cesium on tungsten, “. . . the physical assumptions underlying this factor
(1 —¢) [in the equation for the adsorption rate] are very improbable.
. . . Even if there were no mobility at all, we cannot justify the factor

. . if the sites are closely adjacent to one another. In this case it is
more reasonable to assume that (1 — ) should be replaced by (1 — ¢*).”

Boudart, in 1956 (I14) and since, has properly emphasized the im-
portance of examining the temperature dependence of the equilibrium
adsorption constants K; in order to establish that the heats and entropies
of adsorption are reasonable. He quoted the example of stibine decompo-
sition on antimony, where the kinetic data are well fitted by the Langmuir
equation for a single site model, r — kKp/(1 4+ Kp). Experimentally, K
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is essentially independent of temperature, implying that AH ~ 0, an un-
reasonable result. The deduced AS, is also unreasonable. Boudart’s
suggestion that the “paradox of heterogeneous kinetics” can account for
the temperature independence of K involves the idea that, although the
surface coverage decreases with increasing temperature, sites of higher
adsorption energy (in an energetically heterogeneous system) become
operative at higher temperature. The qualitative argument is plausible,
but there are difficulties in developing quantitative rigor: (a) the actual
distribution of energetics is always quantitatively unknown; and (b) it
would be coincidental that these two effects of opposite sign should
happen to just balance.

Another example illustrating strange behavior of an adsorption con-
stant is the fascinating disproportionation of propylene to butene and
ethylene over tungsten oxide-silica. Both Luckner et al. (15) and Hatti-
kudur and Thodos (16) agree that a dual-site surface reaction is rate
controlling and that the initial rates are given by the standard dual-site
Langmuir-Hinshelwood equation:

To = Cpsz/(1+Ksp3)2

where K; and p; are the adsorption constant and partial pressure, respec-
tively, of propylene. The work of Hattikudur and Thodos is particularly
convincing because of the unusually large range of partial pressures inves-
tigated (more than 30-fold for propylene).

The unexpected result is that, as both sets of investigators agree, K
actually increases with increasing temperature whereas one normally
expects a decrease. Hattikudur and Thodos report a value of AH, =
+ 12,140 cal/g-mole for the adsorption of propylene. (The data of Luck-
ner et al. do not fall on a straight line for In K3 vs. 1/T.) Now endo-
thermic adsorption is possible (17), but there are very few authenticated
examples and these seem to involve either molecular hydrogen or molecu-
lar oxygen (18). Since the free energy of adsorption must be negative,
endothermic adsorption implies that TAS, > AH,. Thomas and Thomas
suggest, for heuristic purposes, two ways of having an entropy increase
on adsorption rather than the expected decrease. The first invokes dis-
sociative adsorption with complete two-dimensional mobility of the
adsorbed fragments; the second is that for some reason the entropy of
the solid itself increases more than the entropy of the adsorbed gas
decreases. For present purposes we note only that the first suggestion
would mean giving up the Langmuir isotherm, for which immobile ad-
sorption is postulated; moreover, the picture seems intuitively improbable
for propylene disproportionation. The second suggestion raises a difficult
theoretical problem, which I believe no one has quantitatively attempted
to date.
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The last point to be mentioned relates to the sign of the Ki’s. In the
standard application of Langmuir-type isotherms, those kinetic models
are discarded that lead to rate equations for which any K; determined
from experimental rate data turns out to be significantly negative. Some
years ago it was noted (19) that the limited work available on mixed
adsorption from a potentially reactive gas mixture indicated that en-
hanced, rather than competitive, adsorption might be a common phe-
nomenon and that force-fitting of “enhanced adsorption” data into a
Langmuir form guarantees a negative value for at least one K; in the
range of conditions studied. In the intervening years more examples of
adsorption from reactive mixtures have been examined, and the enhanced
adsorption behavior for at least one (sometimes both) of the constituents
does seem to be the general pattern. The behavior of Ho~CO mixtures
on Co and Fe Fischer-Tropsch catalysts, ZnO, and noble metals has been
recently reviewed by Gupta et al. (20). Gerai et al. (21), in a study of
adsorption from C3HgO; on CuO and Cu.O, report enhanced adsorption
of O, from the mixture and decreased adsorption of C3Hs; at all tempera-
tures and from all mixtures the total adsorption was more than additive
for both CuO and Cu,O.

Intuitively we can understand the reason for enhanced adsorption,
when it occurs, in terms of the formation of a surface complex which is
more strongly adsorbed than either component singly. Direct evidence,
from IR spectra, calorimtery, and other techniques, is available for such
complexes in a number of cases(see, for example, Refs. 21-24).

It has been suggested that if all the other criteria required for quanti-
tative validity of the Langmuir-Hinshelwood theory were satisfied, we
could take into account explicitly the formation of such surface complexes,
with the addition of another equilibrium constant, and maintain the form
of the Langmuir expressions. Unfortunately, it is difficult experimentally
to establish the existence, nature, and surface equilibrium constants for
such complexes in a quantitative way, and very few kineticists interested
in mechanism have taken the trouble to investigate this problem.

Freundlich and Temkin Isotherms. Since the several derivations of
the Freundlich and Temkin isotherms are summarized in various reports
(25, 26, 27, 28), the details are not repeated here. Readers not familiar
with Sips’ elegant paper may be interested to know that he has used
Stieltjes transforms to solve the inverse of the usual problem—i.e., to
deduce the possible distribution functions for adsorption energy that are
consistent with the experimental isotherm 6 (p).

All derivations of these isotherms utilize the Langmuir result for
adsorption on surface sites of one particular adsorption energy, and in
this sense the Langmuir isotherm is a fundamental starting place. I do
wish to make a few points:
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(1) The Freundlich and Temkin isotherms are no less (and no
more) theoretically justified than the Langmuir isotherm. The basic
concept of localized, monolayer chemisorption is required for all. Differ-
ent isotherms result according to the assumptions made about the heat
of adsorption, AH,, and the site distribution function, N(AH,), among
other things. The Langmuir isotherm requires the assumption that —aH,
= constant. The Freundlich isotherm can be deduced from the assump-
tions that N — ae /21 and that 6 (or p) is small; [cf. the comment by
Thomas and Thomas (Ref. 18, p. 44): “The Freundlich equation is . .
no longer to be regarded as merely a convenient form of representing the
Langmuir equation at intermediate values of §. Moreover, the method
of derivation disposes of the criticism that the Freundlich equation pre-
dicts a progressively increasing coverage with increasing pressure: the
isotherm is expected to be valid only at low coverages.”] The Temkin
equation is obtained if the adsorption heat decreases linearly (between
maximum and minimum values) with surface coverage 6 and if 6 is in a
middle range.

(2) We do not know, for any arbitrary system, which assumptions
about the distribution functions for energy are true or which isotherms
are therefore theoretically valid. [In this context, Clark (Ref. 26, p. 57)
has clearly stated a dual difficulty: “It should be emphasized . . . that
agreement between the theoretical isotherms with distribution functions
determined by the various procedures . . . and experimental isotherms
does not guarantee that the true physical picture has been discovered.
. . . Another difficulty is the inherent insensitivity of the theoretical iso-
therm to the form of the distribution function within the accuracy of
experimental data.”]

(3) Restraint is therefore appropriate in insistence that any one
}(sotherm has unique quantitative validity in applications to catalytic
inetics.

Rate Equations and Kinetic Models: An Eclectic Review

This section contains a sampling from the enormous literature on
catalytic kinetics published during the last 10-15 years. The samples
were chosen partly to illustrate the spectrum of approaches used to
interpret kinetic data and partly to indicate some areas of substantial
disagreement.

Ammonia Synthesis: an Example of Ambiguity. Boudart’s 1972 re-
view (1) contains an excellent discussion of this system as exemplifying
“two-step catalytic reactions.” My purpose here is only to add to the
variously proposed rate equations some recent results of Brill (29) and to
indicate the difficulty, even in this most-studied of catalytic reactions, of
drawing conclusions about such basic questions as (a) is the surface of
an iron catalyst uniform or heterogeneous, and (b) if the surface is uni-
form, is H» adsorbed molecularly on a single site or dissociatively on dual
sites.
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The classic Temkin-Pyzhev equation uses the Temkin isotherm (im-
plying a heterogeneous surface) for the surface concentration of nitrogen
as related to the fictitious nitrogen partial pressure that would be in
equilibrium with the actual hydrogen and ammonia partial pressures.
For the rate of the forward reaction, the Temkin-Pyzhev treatment gives:

sza i
r = k v e
Pxe (Pan)

The constant i must be determined; to agree with experiment, it is often
chosen to be between 0.5 and 0.6.

The 1942 paper of Brunauer et al. (27), which is more explicit in
its derivations, also starts with the assumption of linear decrease in
adsorption heat with increasing coverage (heterogeneity) and ends with
a generalized “Temkin isotherm” that is valid for the entire range of
adsorption, whereas the original Temkin isotherm is valid only in the
middle range. Dissociative adsorption of N. is again assumed, as in
Temkin-Pyzhev. For the forward reaction only the rate expression at
low surface coverage (fx) becomes:

If « =1 (arbitrary choice), this reduces to:

L S
a4 K PN 2

1 L PN

(1 + =k )

Boudart has shown (14, 30) that the assumption of a homogeneous
surface (Langmuir model) and dissociative adsorption of nitrogen as the
rate-determining step leads to the synthesis equation:

kpny

TT T b pam)
(5
Pus

which is identical with the equation deduced by the procedure of
Brunauer et al. for a heterogeneous surface (provided e =1).

Still more recently, Brill and co-workers have reported interesting
results:

(a) Field electron microscopic studies show that N, adsorption
occurs preferentially on (111) faces of iron and very much less on (100)
and (110) faces (31).
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(b) On the basis of field ion mass spectrometric studies, NoH ap-
pears to be the first product formed on exposure of iron to No—-H, (32).

(c) IR studies of Fe-MgO catalyst exposed to N,—H, at 410°C
indicate the presence of partially hydrogenated N, molecules (i.e., un-
dissociated) having bonds similar to those hydrazine (33).

On this basis, Brill derived a rate expression for ammonia synthesis
under the assumptions that the surface is homogeneous but that the
rate-determining step is the non-dissociative adsorption of molecular
nitrogen on a single site (29). Furthermore, he shows that a set of ex-
perimental integral conversion data taken at 340°C is satisfied by this
rate expression with a standard deviation of = 1.5% in the rate constant.
The same data, fitted by the equation of Ozaki et al. for dissociative ad-
sorption on dual sites, gives an almost identical standard deviation,
=+ 1.4%, in the corresponding rate constant.

Hopefully further ingenious experiments will shed further light on
the reaction mechanism (although after 40 years one may approach
pessimism) but in this special case, at least, the fitting of global rate
expressions seems unlikely to differentiate kinetic models that differ
radically in their assumptions.

Para—-Ortho-Hydrogen Conversion: an Example of Simplicity. The
paramagnetic mechanism for the para—ortho-hydrogen shift reaction at
low temperatures should constitute the simplest chemical example of a
catalyzed reaction. Hutchinson et al. (34) conducted a careful study of
the approach to equilibrium, from both sides of the equilibrium compo-
sition, over ferric oxide gel at 76°K. The results are disconcerting. They
may be summarized as follows:

(1) With the Langmuir-Hinshelwood approach, the overall rate
expression has the same form regardless of which step (adsorption, sur-

face reaction, or desorption) or combination of steps is rate limiting.
This simplifies critical testing of the approach.

(2) The deduced Langmuir-Hinshelwood rate constant is different
depending on whether one approaches equilibrium from the ortho-rich
or para-rich side. This result would violate the principle of microscopic
reversibility and indicates that no simple Langmuir-Hinshelwood model
can be applicable in this system.

(3) The discrepancy between theory and experiment can be re-
solved qualitatively if one postulates that the activation energies for
adsorption and desorption change with coverage of the catalyst surface.
However, such a postulate is tantamount to giving up the quantitative
validity of the Langmuir-Hinshelwood model.

Dehydration of Ethanol to Ether. One of the most gratifying pub-
lications in catalytic kinetics is the paper of Kabel and Johanson (35) on
the vapor-phase dehydration of ethanol to diethyl ether over the acid
form of Dowex 50—a sulfonated styrene—divinylbenzene copolymer. The
authors found their kinetic data to be consistent with the equation pre-
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dicted from a simple Langmuir model in which the rate-limiting step is
a surface reaction between adjacently adsorbed ethanol molecules:

ke *K 42 I:PAz - PEP“':I
eq

T QA +KsPr+KwPw+KrPr]

7

the subscripts A, W, and E representing ethanol, water, and ether, respec-
tively. This itself is plausible, but it is not the reason for the exceptional
interest of the work. The authors proceeded to do that which is seldom
done—namely, to determine K,, Ky, and Ky directly and independently
from adsorption isotherms (Langmuir) of the individual pure compo-
nents. The extraordinary result was the agreement between the two sets
of adsorption constants—one set determined by fitting of the kinetic data,
the other set from the individual isotherms. At 120°C, for example, K,,
Kyw, and Kg determined from the kinetics were 3.4, 7.0, and ~ 0. The
corresponding values from the isotherms were 2.5, 7.6, and ~ 0.

The experience with Dowex 50 does not permit extension to another
common catalyst for alcohol dehydration—alumina. Knozinger and Pines
have conducted the most extensive research on the mechanism of alcohol
reactions over alumina. Knozinger et al. (2) have recently analyzed
earlier data (36) on the kinetics of ether formation by a grid search
method. The experimental data could not be fitted by equations based
on the expected mechanism. On the other hand, five formal kinetic equa-
tions were developed which describe the data equally well (with mean
error identical to the mean experimental error) and which cannot be
distinguished. All five give comparable activation energies. The authors
conclude: “At least for the ether formation on alumina. . . . , it therefore
seems unrealistic to use kinetic analysis for the elucidation of the molecu-
lar mechanism of the reaction. The only possible result is a purely formal
description of the reaction rate as a function of the partial pressures of
alcohol, ether, and water.”

Hydrogenation of Cyclopropane. A second example of a reaction
in which agreement is claimed between the adsorption constant deduced
from a rate equation (Langmuir form) and that measured from the
adsorption isotherm is the recent paper of Sridhar and Ruthven (37).
The kinetics for cyclopropane hydrogenation over four supported nickel
catalysts at 60°C were found to be best fitted by the simple expression:

r =k Kpe 1+Kepe)™

where subscript ¢ represents cyclopropane. The values of the kinetically
determined K, for the four catalysts ranged from 2.12 to 3.71 atm™; the
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value of K, calculated from the isotherm data of Benson and Kwan (38)
was reported to be 2.5 atm™, in good agreement.

Several aspects of the work lead one to be less than totally sanguine
about the results:

(1) The actual plots of r vs. p. are sigmoidal—a result which, as the
authors appreciated, is not truly compatible with the above rate equation.

(2) No term involving py appears in the “adsorption denominator”
despite the fact (which the authors note) that hydrogen is more strongly
adsorbed on nickel than is cyclopropane.

(3) The commercial Ni-Si0,—Al,O; catalyst studied by Benson and
Kwan was obtained from a different source (Atlantic Refining Co., vs.
Harshaw).

(4) Benson and Kwan fitted their own rate data for cyclopropane
hydrogen to a power rate law, fitted their own adsorption data to Freund-
lich isotherms and proposed that the rate-determining step was a surface
reaction between adsorbed cyclopropane and an adsorbed hydrogen atom.

Statistical Model Building. In 1962 a seminal paper by Box and
Hunter (39) described an extremely powerful, iterative model-building
method involving minimization of the residuals of a diagnostic parameter.
Hunter and Mezaki (40), in applying this approach, discussed the results
of an experimental study of methane oxidation over Pd-ALOs. A frac-
tional factorial design was used for the experimental runs. Analysis of
these data was completed in a subsequent article by Kittrell et al. (41).
The rate expression (Hougen-Watson type) developed to fit the experi-
mental data of Hunter and Mezaki adequately was

r o= k \/E PcH, Pog’
1 + VKspo;, + Ks pcoy + Ka pusol?

Kittrell et al. were careful to point out that . . . “no claim is made con-
cerning the mechanism of the reaction or even the uniqueness of the
model which has been set forth as adequately describing the experimental
data.” This caveat seems appropriate since one would have difficulty
believing in the physical reality of the reaction mechanism which, by a
straightforward Langmuir-Hinselwood approach for a third-order reac-
tion between a methane molecule and two adsorbed oxygen molecules,
would lead to the proposed rate equation.

Some dichotomy of thinking nevertheless appears to exist among
the proponents of this approach. Box and Hill (42), in a paper entitled
“Discrimination Among Mechanistic Models,” propose to “discover the
mechanism for a particular phenomenon leading to a specific mathemati-
cal model. . . . To discriminate among these [possible mechanisms] a
sequential procedure is developed in which calculations made after each
experiment determine the most discriminatory process conditions for use
in the next experiment.”
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The proposed use of sophisticated computer analysis to establish or
to disprove a mechanism has been the subject of considerable recent
criticism. Boudart (1), for example, in commenting on a statistical re-
analysis by Logan and Philip (43) of mechanistic data by Ozaki et al.
on ammonia synthesis, observes “There is always a real danger in kinetics
to treat data with a powerful method of analysis which may be far better
than the data themselves.” Allara and Edelson (44) have taken an even
stronger position in a discussion of parameterization techniques in
kinetics: “The ability to fit a set of numbers to a functional form resem-
bling chemical kinetic equations cannot of itself establish the validity of
the model. . . . We believe that it is most important to distinguish
between the correlative value of parameter fits as opposed to the pre-
dictive capabilities of a truly fundamental model. . . . We especially
object to the publication of these parameters as rate constants, a term
which implies a fundamental property of the reaction, since this only
further aggravates an already confused situation in the literature.”

As a parenthetic comment, the author feels that a fundamental diffi-
culty is not that statistical analysis is an inappropriately powerful tool for
discriminating between a number of postulated models. The difficulty is
in deciding whether any of the models has a sound theoretical basis.

Charles Ware (45) has called the author’s attention to the application
of a modified Box-Hunter approach to proceed from statistically designed,
isothermal laboratory data to successful prediction of the performance
and temperature distribution in adiabatic units. In brief, a power rate
law suggested by literature information is used as a first approximation.
The analysis of laboratory data indicates a possible need for modifying
the form of the rate law, and iteration of the entire process finally results
in a rate law satisfying the statistical criteria imposed. The empirical rate
law is satisfactory for designing commercial units operating within the
range of variables studied, and mechanistic conclusions are not drawn.

Hydrogenation of Propylene and Isobutylene. An exceptionally
careful and fine study of olefin hydrogenation over Pt-Al,O; was pub-
lished by Rogers et al. (46) in 1966. The experimental kinetic data have
been analyzed not only by the authors but also in at least three subse-
quent papers.

The final rate equation of Rogers et al. was:

_ oK\ Kopips + BK K p1p2
(1+K1p1+K2ps)* (1+Kip1) (14 Kip1+Kip2)

r

(The subscript 1 refers to hydrogen, 2 to olefin.) This unusually complex
form was arrived at rationally. First, the authors found that no single
conventional (Hougen-Watson) equation fitted the experimental data.
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They then resorted to a suggestion of Bond and Turkevich (47) (who had
studied the deuteration of propylene over Pt—pumice in a static reactor)
that there may be two simultaneous rate-controlling surface reactions
between adsorbed hydrogen and adsorbed propylene. One is on sites
where hydrogen and propylene are competitively adsorbed, the other on
sites where hydrogen is adsorbed non-competitively. A Hougen-Watson
formulation of this model (with undissociated hydrogen) leads to the rate
equation shown; the first term involves hydrogen competitively adsorbed,
the second non-competitively adsorbed. The terms « and B are the
corresponding rate constants.

Excellent fits of the experimental data at three temperatures are
obtained, and the parameters o, 8, K;, and K, show reasonable depend-
ence on temperature (except for K; and K, for isobutylene, whose be-
havior is eccentric). The predicted curves for rate vs. olefin concentration
show a maximum at low olefin concentration. All of the experimental
points, by chance, fall on the descending branch of the calculated curve.
[The question of maxima in rate curves is an exceedingly interesting
one, which deserves discussion elsewhere. Since the experimental data
of Rogers et al. did decrease monotonically with increasing olefin con-
centration, I examined the possible fit by a power rate law of the form
r = kpy"p2® (which cannot give a maximum). The greatest number of
experimental runs was for propylene at 21°C. The four-parameter rate
law of Rogers et al. was stated to fit the 21°C data points with an average
deviation of 3.1%. The three-parameter rate law r = 0.102 p,°7%p, %
fits (data points read from curves) with an average deviation of 3.4%.
No significance is attached to this result.]

One of the original authors, Lih, has recently re-interpreted the
experimental data on isobutylene hydrogenation to involve a single rate
constant, o, but also a fraction of the active sites, F,, which is available
for the chemisorption of hydrogen but not for that of isobutylene (48).
Lih’s modified Hougen-Watson type initial rate equation (still based on
undissociated hydrogen) is of the form:

(l—Fu)aK1K2p1p2 [ (1—Fu)K2P2 ]

r

- (1+K1p1) (1+K1p1+szz) - (1+K1P1+K2p2)

The fit of the rate data is again good, as might be expected. The parame-
ters a, K;, and K, show reasonable variation with temperature; F, increases
with increasing temperature but apparently not in a simple manner.

Mezaki (49) revised the original equation of Rogers et al. to incorpo-
rate both dissociative adsorption of hydrogen (adsorption constant K;)
and adsorption without dissociation on single sites with no adjoining
vacant sites (adsorption constant K;’). The modified rate equation
becomes:
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_ a K\ Kpip, + 8 Ki'Kpip,
[1+(K1P1)1/2 + K2p2]3 (1+K1'p1) [1+(K1p1)”2+sz]

r

The behavior of the statistically fitted parameters is very reasonable for
both propylene and isobuytlene. The equation is formidable, however;
there are five adjustable parameters, each a function of temperature.

Finally, Kolboe (50) has objected to all the earlier treatments on
the grounds that they ignored the fact, known from earlier mechanistic
studies, that the hydrogen atoms of the olefin can undergo an isotopic
exchange (with deuterium) parallel to the hydrogenation reaction. Limit-
ing himself to only two sets of sites and to a dissociative (Farkas) model
for the olefin adsorption, Kolboe is led to the following equation:

ki (K1.; p)"” K ; ps
1Ko po/ (K. p)'? + (Kv i p)'P

2
r = Z
J=

Again the fit to the original data of Rogers et al. is excellent, and the
behavior of the parameters is plausible. However, there are now six
adjustable parameters, each a function of temperature. [This prolifera-
tion of complications in olefin hydrogenation calls to mind a poignant
remark by Rideal at the First International Congress on Catalysis (51):
“Hinshelwood once called the hydrogen—oxygen reaction the Mona Lisa
of chemical reactions. It may well be that her smile has been caught by
the ethylene-hydrogen reaction at a nickel surface. A great number of
workers in the field of catalysis from Sabatier onward have given explana-
tions of the mechanism of the reaction, I myself have advanced three. At
least two must be erroneous and, judging from the fact that no less than
three communications are to be made on this subject during this week,
it is quite likely that all three of them are wrong.”]

Power Rate Laws. It may be appropriate to include here a few
examples in which power rate law expressions of simple form have been
successfully applied over a range of temperatures. Bohlbro (52) has
published an extensive monograph on the kinetics of the water—gas shift
reaction. He notes, as an example, that the Temkin-Pyzhev rate equation
for ammonia synthesis may be deduced on the basis of the Langmuir,
Temkin, or Freundlich isotherms, and that one cannot distinguish be-
tween isotherms by kinetic expressions (see discussion of this above).
He concludes, in agreement with Kemball (53), that other techniques—
isotopic species, infrared spectroscopy, adsorption measurements, etc.—
are necessary to supplement kinetic experiments before drawing definite
conclusions concerning reaction mechanisms in heterogeneous catalysis.



Published on June 1, 1975 on http://pubs.acs.org | doi: 10.1021/ba-1975-0148.ch002

42 CHEMICAL REACTION ENGINEERING REVIEWS

He then proceeds to analyze his own data on the shift reaction in terms
of the rate expression

r

k(T) (CO){(H,0)™(COy)"(1—8)

where

B

The values of I, m, and n deduced from experiments run at 330°-500°C
are:

(CO») (H)/K(CO) (H:0)

T(°C) ! m n
330 0.80 0.25 —0.65
360 (1.00) — —
380 1.00 0.20 —0.65
400 (1.00) (0.20) (—0.65)
420 1.00 0.25 —0.60
460 0.80 0.30 —0.60
500 0.80 0.35 —0.50

The interesting result, as Bohlbro notes, is the small variation of I, m,
and n with temperature—i.e., the “apparent orders of reaction” with
respect to CO, H,0, and CO; are about the same at all temperatures.
Bohlbro then states that a single rate expression,

(CO)0-% (H,0)0%

r = k(T) (CO,)0-0

(1-8)

is valid with fairly good accuracy over the whole temperature range.
The values of k(T) deduced from this expression give an excellent
Arrhenius plot (Ink vs. 1/T), with an apparent activation energy of 27.4
kcal/mole.

An analogous result has been reported by Lunde and Kester (54)
for the Sabatier reaction (CO- 4+ 4H, — CH, + 2 H,O) over a Ru—Al,O;
catalyst. The results of 62 runs were fitted by a rate equation of the
remarkably simple form:

— d(C0y) iy _ (CHY (0
= 4C0) _ ) {(COz) (Hy) e }

with n = 0.225 over the entire temperature range of 204° to 360°C. The
apparent activation energy was 16.84 kcal/mole.

One of the most interesting applications of power rate laws to a
complex reaction system is that reported by Hertwig et al. (55) for the
selective oxidation of o-xylene to phthalic anhydride. Tolualdehyde was
an analyzed intermediate; CO and CO, were undesired by-products.
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After consideration of various reaction schemes, the following was arrived
at as best representing the data:

3
I ! l
o-xylene (X) — tolualdehyde (T) — phthalic anhydride (A)
l 6
> CO + CO:

2

The individual rate equations were expressed as:

rx = — (k1 + ko + ks) px°
re = k px°® — ks pre
ra = k3 px® + ks pr® — ke pal

The experimental data, obtained with a gradientless reactor, led to the
following values of a, ¢, and d (the apparent orders of reaction) for three
test temperatures:

T(°C) a c d Av. Error, 9,
360 0.46 0.40 0.50 11.7
380 0.41 0.39 0.50 10.1
400 0.40 0.39 0.52 25.4

The rate constants k,, ks, ks, and kg showed reasonable Arrhenius be-
havior; k; showed no significant trend with temperature.

Again there is very small variation of a, b, and ¢ with temperature.
Hertwig et al. state that if average values are used, the equations

rx = — (kl + ko + kx) px"®
re = k px° % — ky pTo.4o

re = k3 pX0.45 + k4 pT0.40 — k4 pA0'50

can be used at all temperatures with an increase in the average error
that is less than 2%.

There is an interesting supplement to the work just described.
K. Lucas, who was responsible for this work, kindly informed the author
(56) that despite the fit with a power function, the desire to design
technical reactors with extrapolation to wide limits led the Leuna-Merse-
burg group to examine other rate law forms in which all the constants
obeyed the Arrhenius expression. The results of the subsequent work
have also been published (57). Equation sets of the Langmuir-Hinshel-
wood type were first examined but were discarded because some of the
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constants were negative; furthermore, six rate and seven adsorption con-
stants would have been needed. The Mars-van Krevelen approach (see
below) was then tried. A reaction scheme was successfully developed
in which all the rate constants showed Arrhenius or approximate Arrhe-
nius behavior. The rate equations are more complex in form than the
power functions, and there are seven rate constants. Interestingly, the
average errors in fitting the data were almost the same as with the earlier
power rate laws: 12.1% at 360°, 10.1% at 380°, and 24.8% at 400°.

Mars-van Krevelen Models. In an important paper in 1952, Mars
and van Krevelen (9) gave quantitative embodiment to a long used quali-
tative concept—i.e., in oxidation reactions over transition metal oxide
catalysts the reaction mechanism involves a cycling of the catalyst be-
tween lower and higher oxidation states of the metal ion. The Mars-van
Krevelen approach has enjoyed considerable popularity; the recent paper
of Mathur and Viswanath (58) contains many references to its use. My
purpose here is only (1) to review the assumptions made in the experi-
mental and theoretical work of Mars and van Krevelen, and (2) to men-
tion that identical rate equations can be obtained by a steady-state
Rideal-Eley mode. The latter point has already been clearly made by
Downie and coworkers (59, 60), who prefer the expression “steady-state
adsorption model,” and it does not require further exposition here.

Mars and van Krevelen studied the oxidation of aromatic hydro-
carbons in a fluidized bed of vanadium oxide catalyst. Since axial sam-
pling of the vapor composition indicated some vertical gradient, they
treated their fluidized bed reactor as an ideal plug flow reactor, with
corresponding integration of the derived differential rate expression in
order to treat the intergral conversions obtained. [That this cannot be
correct is indicated, inter alia, by the fact that the measured naphthalene
partial pressure near the inlet of the reactor, shown in their Figure 4 as
ca. 0.035 mm, is far lower than even the lowest of the partial pressures
(1 to 30 mm Hg) said to have been studied.]

A two-step reaction mechanism was postulated: (I) aromatic com-
pound and oxidized catalyst — oxidation products and reduced catalyst.
(II) Reduced catalyst and oxygen — oxidized catalyst. The reaction rates
were assumed “to be of the first order with respect to the partial pressures
of the substances to be oxidized.” What this means for the catalyst is not
specified, except in context. The rate of oxidation of the organic com-
pound (Reaction I) is then taken as:

’fln=k1pR0

where R refers to organic reactant, and 6 is “degree of coverage of the
catalyst surface by the oxygen.” The rate of re-oxidation of the surface
reduced in the first reaction is assumed “to be proportional to a certain
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power of the partial pressure of the oxygen and to the catalyst surface
not covered by oxygen.” For Reaction II, therefore,

Mo, = kay po2™ (1—16)

If B moles of O, are needed for the oxidation of one mole of aromatic,
fio, = B8 fig. In the steady-state,

B kipr 0 = ky por™ (1—6)
which leads to the final rate expression

_ k1 ks pr po,"
B k1 pr + ke po,”

7.LR

The basis for choosing n is not clear. For aromatics oxidation, Mars and
van Krevelen choose n — 1 apparently to permit easy integration of the
rate equation. The integral equation gives reasonable fit to the experi-
mental data although the authors point out that the activation energy
for k; cannot be given “on account of the spread in the results.”

Mars and van Krevelen use the same approach to fit the differential
rate data of Krichevskaya (61) on SO, oxidation over vanadia but with
the unexplained choice of n — %. [The published discussion following
this paper is quite interesting. In response to a question from J. M. Smith
concerning possible ambiguity in mechanisms, the authors reply: “Natu-
rally, agreement between a kinetic formula and experimental data is not
a proof of the correctness of the assumed reaction mechanism. In our
investigation a mechanism made acceptable by experiments was taken as
a basis for a consideration of the kinetics. The agreement between the
kinetic formula and the experimental data makes it superfluous to con-
sider other mechanisms and may be held to support the assumed
mechanism.”]

Conclusions and Suggestions

The preceding discussion probably makes clear the reasons for my
own confusion. It seems difficult even to summarize the status of kinetic
models in heterogeneous catalysis, hazardous to draw conclusions, and
foolhardy to make recommendations. I offer here a personal evaluation
which, to my regret, does not differ greatly from one I volunteered almost
20 years ago.

One first must decide his own needs and objectives. If these are to
find a rate equation that is (a) consistent with all laboratory kinetic
measurements and (b) useful for designing a reactor intended to operate
within the limits of variables studied (temperature, partial pressures,
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conversion ), then I know of no better suggestion than to use the statisti-
cally guided, iterative procedure described by Ware, deriving from the
Box-Hunter approach. In this case I believe that the best model is the
simplest one that works. The final rate equation may be a power rate
law in form or Langmuir-Hinshelwood or any other that may prove to
be more convenient. Within this context of practicality, a few further
comments on the relative utility of the power and Langmuir-Hinshelwood
forms may be useful.

A power rate law, where it applies, has a few merits. The experi-
mentally determined powers immediately give a feeling for the way the
rate depends on concentrations or partial pressures of reactants and
products, in the same way that the apparent activation energy immedi-
ately gives a feeling for the sensitivity of the rate to temperature. The
powers are, in fact, the apparent orders of reaction. A second point, also
purely practical, is that a power rate law—where it applies—seems to
give equivalent fit to experimental data with fewer adjustable parameters.

There are disadvantages to power rate laws. An obvious one is that
there are many cases where the data cannot be adequately fitted by an
equation of this form. A second one is the potential hazard in large
extrapolations (although every rate law must really be treated very cau-
tiously in extrapolating). Particularly troublesome in this regard are
reactions, such as olefin hydrogenation or CO oxidation (62), in which
the apparent order of reaction with respect to one reactant is found to be
negative—i.e., a reactant inhibits its own reaction. In the limit of suffi-
ciently low concentrations, however, there must in principle be a range
where the reverse behavior holds, and the rate increases with reactant
concentration. This reversal, along with the implied rate maximum at
some intermediate concentration, is not compatible with any single power
rate law. By contrast, this behavior is totally compatible with the quali-
tative concepts of the Langmuir model for surface reactions, regardless
of quantitative validity. In just such cases a Langmuir-Hinshelwood
form may prove more useful for the rate law.

If one’s objective is to get at the true mechanism of the reaction on
a surface, it becomes much more difficult to make sensible suggestions
because the problem is much more difficult. Probably the most important
single caution is that measurement of global kinetics is singularly useless
for determining catalytic mechanisms. This is demonstrable not only
from theoretical considerations but also from published experience with
a variety of reactions.

The determination of mechanism is always intriguing and sometimes
feasible, but it should not be undertaken lightly. The few cases in which
significant progress has been made typically involve the dedication of a
professional lifetime by more than one researcher. The methodology for
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mechanistic research requires ingenuity in devising approaches uniquely
relevant to the specific reaction of interest. A number of such approaches
(not involving global kinetics) have been mentioned previously. A par-
ticularly powerful one, applicable only if the molecules undergoing reac-
tion are sufficiently complex, is stereochemistry. In the hands of individu-
als such as Burwell, Pines, Kemball, Siegel, and others stereochemical
characterization of product molecules has made it possible to draw strong
conclusions about the mechanisms of catalyzed reactions of certain
classes of organic compounds over specific catalysts. The mechanistic
complexities of ammonia synthesis have certainly been illuminated by
the careful application of isotopic tracer techniques, even though some
fundamental uncertainties remain.

Suppose some information on mechanism is known independently
through such studies. What approach should one take in developing a
model for analyzing global kinetics? Unless quantitative information is
available for the energy distribution in the specific catalyst-substrate
system being investigated—a condition almost never fulfilled—I believe
it a hopeless task rigorously to deduce a necessary rate law from any
assumed model. Nevertheless, it is not unreasonable to fall back on
the qualitative Langmuir concept that heterogeneous catalysis involves
reactions between molecules chemisorbed in a monolayer. Existing
mechanistic information (e.g., concerning rate-limiting steps) and
assumptions concerning the possible form of adsorption isotherms may
then be introduced to arrive at some form (model) for the rate law.
Although I see no reason other than familiarity to prefer a Langmuir-
Hinshelwood form over alternatives, neither do I see any reason not to
start with such a form. If this is done, one is left with the usual require-
ment of demonstrating consistency (fit) with the experimental rate data.
This leaves the normal Hougen-Watson fitting procedures intact, and
I would sugegst only the following provisos:

(1) Models for which some “adsorption constant” is found to be
negative should not be automatically discarded. Negative values may be
expected if enhanced adsorption occurs.

(2) The human tendency to deduce mechanism through statistical
data fitting should be resisted.

(3) If the independent mechanistic information leads to a rate equa-
tion that is inconveniently complex, there is no need to adhere rigidly to
the form of the rate equation. I have encountered recent work in which
mechanistic information was used to deduce a rate law, of the Langmuir-
Hinshelwood form, containing eight adjustable parameters. This would
not seem to be a profitable exercise.

(4) Since the rate-limiting step (if one exists) may change when
temperature or concentrations are varied widely, one need not be sur-

prised if the corerspom“weaﬁ mm require similar change.

Society Library
1155 16th St. N. W.
Washington, D. G. 20036
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Contacting Effectiveness in Trickle Bed
Reactors

CHARLES N. SATTERFIELD

Department of Chemical Engineering, Massachusetts Institute of Technology,
Cambridge, Mass. 02139

The use of trickle bed reactors in industrial processing is
reviewed, typical operating conditions are cited, and recent
laboratory and pilot plant studies are summarized. Con-
version in a trickle bed reactor usually comes closest to that
for an ideal plug flow reactor at the highest liquid flow
rates. Models to explain and to predict performance may
be based on liquid holdup, catalyst wetting characteristics,
liquid residence time distribution, or axial dispersion; these
models are analyzed critically and compared. Some effects
of transport limitations when reactant is present partially
in the vapor phase are considered briefly.

The central problem in design, scale-up, and understanding of the

operation of trickle bed reactors is determining the effectiveness with
which the reacting liquid is brought into contact with the solid catalyst.
The liquid and gas flow rates used by the laboratories, pilot plants, and
commercial operations vary greatly, and the wide range in liquid flow
rate in particular is a primary cause of the variation in behavior with
scale of operation. A brief review of industrial practices and the reasons
therefore sets the stage for consideration of the effect of liquid flow rate
on performance and for characterization of the effectiveness of catalyst
contacting in a trickle bed reactor.

Industrial Processing

Petroleum Refining. The term trickle bed as used here means a
reactor in which a liquid phase and a gas phase flow cocurrently
downward through a fixed bed of catalyst particles while reaction takes
place. These reactors have been used to a moderate extent in chemical

50
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processing, but most of the published information about their industrial
applications concerns petroleum processing, in particular the hydro-
desulfurization or hydrocracking of heavy or residual oil stocks and the
hydrofinishing or hydrotreating of lubricating oils. According to van
Deemter (1), a trickle bed hydrodesulfurization process was developed
by Vlugter, Hoog, and their co-workers at the Shell Laboratories in
Amsterdam after World War II, and the first commercial unit was
brought on stream in 1955. The Shell process was described further by
LeNobel and Choufoer (2). Similar developments occurred more or
less simultaneously at other petroleum companies. Lister (3) described
mixed-phase desulfurizer reactors that were developed by the British
Petroleum Co. and put into operation during the 1950’s; he gave con-
siderable detail about various engineering design problems and how
they were overcome. In the Proceedings of the various World Petroleum
Congresses were published general descriptions of the hydrocracking
and hydrodesulfurization processes developed by Chevron, Esso, Gulf,
Union Oil, and other companies.

Trickle bed processing is less costly than completely vapor-phase
operation since less heat is required for feedstock vaporization and less
gas must be recycled and heated to reaction temperature. Moreover,
trickle bed operation allows the processing of heavy distillates and
residual oils that cannot react as vapors. Hydrocracking processes
are usually preceded by a hydrodesulfurization reaction that reduces
the content of organosulfur and organonitrogen compounds to a suffi-
ciently low level so that they can be tolerated by the hydrocracking
catalyst. In these processes, as in lubricating oil treatment, the reaction
is between hydrogen and a petroleum stock, and high hydrogen pressures
are used in order to obtain long catalyst life. The lubricating oil process-
ing may be a so-called hydrofinishing that removes primarily organic
sulfur and nitrogen compounds and improves color with little hydro-
genation of the petroleum feedstock, or it may be a more severe hydro-
treatment which causes not only sulfur and nitrogen removal but also
ring hydrogenation and subsequent hydrocracking of one or more of
the saturated rings (having started with a multiple-ring aromatic feed-
stock) to produce lubricating oils of high viscosity index. In some
systems, e.g. some hydrodesulfurization reactions, much of the fluid
present may be near or above the critical point and phase behavior is
uncertain.

An alternate and closely related form of contacting is cocurrent
gas-liquid upflow. It apparently has not been used industrially for the
processing of petroleum fractions, but it has been applied in some
chemical operations.
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Chemical and Petrochemical Processing. Trickle bed reactors have
also been used on a substantial scale for chemical and petrochemical
processing, but information is fragmentary. In the Fischer—Tropsch
synthesis of liquid fuels from mixtures of H, and CO, various means of
removing the substantial heat of reaction have been tried including
recycle of inert hot oil through the reactor bed as well as the use of
hot-gas recycle and slurry-type reactors. Storch, Golumbic, and Ander-
son (4) treated in detail the chemistry and technology of the Fischer—
Tropsch synthesis as it was developed in Germany before and during
World War II, together with contributions from other sources. The
hot-oil recycle version of this process was developed in the 1930s by
Duftschmid and co-workers at I. G. Farbenindustrie; they relied on
evaporative cooling of the hot oil to remove a portion of the heat by
utilizing cocurrent upflow through the catalyst bed. A later version of
the United States Bureau of Mines also operated by cocurrent upflow
but with little or no evaporative cooling, and it was regarded as probably
more efficient. It was reported that this form of contacting gives better
temperature control than trickle-type operation, but the upflow version
was shortly thereafter superseded by an ebulliating bed reactor because
of difficulties with catalyst cementation in the fixed bed. The industrial
scale Fischer-Tropsch processes used in Germany and elsewhere all
involved completely vapor-phase operation, but the oil-recycle process
was studied in Germany in converters as large as 50 ft* and by the
United States Bureau of Mines in a 50-bbl/day capacity plant (5, 6, 7).

A process for synthesis of butynediol (HOCH,C=CCH,OH) from
aqueous formaldehyde and acetylene uses trickle bed flow over a copper
acetylide catalyst and recycle of the product stream for heat removal.
One industrial reactor was reported to be 58.5 ft high and 4.9 ft in
diameter (8). Other trickle bed studies of this reaction are given by Bill,
a reported by Bondi (9).

Kronig (10) described a trickle bed process that is used in one or
more commercial plants for selective hydrogenation of acetylene in order
to remove it in the presence of butadiene in C; hydrocarbon streams.
Operation at 10-20°C and 2-6 kg/cm? pressure allows liquid-phase
processing which reportedly gives long catalyst life, unlike gas-phase
processing in which polymers rapidly build up on the catalyst.

A patent by Porter (11) describes some interesting operating aspects
of a trickle bed catalyst hydrogenator used to convert an alkyl anthra-
quinone to the hydroquinone form, which is one step in a cyclic process
for manufacturing hydrogen peroxide. (Upon subsequent contact with
oxygen, the hydroquinone yields the quinone plus hydrogen peroxide,
and the quinone is then recycled. )
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Recent Experimental Studies. In view of the widespread use of
trickle bed reactors on a very large scale in the petroleum industry, it
is surprising that so little was published about the development, design,
and operation of this type of reactor. A useful general review of gas—
liquid—particle operations by @stergaard (12) cites the literature up to
about 1965-1966 on contacting between a gas and a liquid in fixed beds.
Unfortunately for present purposes, most of this literature is more relevant
to absorption systems than to chemical reactors. A small number of
laboratory scale studies of specific chemical reactions in trickle-bed
reactors were reported (see Table I which also includes a recent, repre-
sentative, laboratory scale, petroleum processing study). A number of
other laboratory or pilot plant scale studies of petroleum refining reac-
tions were described by Henry and Gilbert (23), the most pertinent of
which are summarized in Table II. In some trickle bed studies of
chemical reactions, attention was directed primarily to catalytic behavior
or chemical kinetics, and these investigations have been omitted unless
some portion of the work focussed on physical effects.

Comparison with Slurry Reactors. The principal alternative to a
fixed bed with two-phase flow, either upward or downward, is a slurry
reactor or ebulliating bed in which the catalyst particles, which must be
substantially smaller, are in motion. These are also sometimes termed
three-phase fluidized bed reactors or suspended bed reactors. These have
the following advantages: (a) a high heat capacity to provide good
temperature control, (b) a potentially high rate of reaction per unit
volume of reactor if the catalyst is highly active, (c) easy heat recovery,
(d) adapability to either batch or flow processing, (e) a catalyst that
is readily removed and replaced if its working life is relatively short,
and (f) possible operation at catalyst effectiveness factors approaching
unity which is of special importance if diffusion limitations cause rapid
catalyst degradation or poorer selectivity. Their disadvantages are as
follows: (a) the residence time distribution patterns are close to those
of a CSTR which makes it difficult to obtain high degrees of conversion
except by staging; (b) catalyst removal by filtration may pose problems
with possible plugging difficulties with filters (and the costs of filtering
systems may be a substantial portion of the capital investment); and
(c) the high ratio of liquid to solid in a slurry reactor allows homogene-
ous side reactions to become more important, if any are possible.

In the trickle bed reactor, the catalyst bed is fixed, the flow pattern
is much closer to plug flow, and the ratio of liquid to solid present is
much smaller. If heat effects are substantial, they can be controlled by
recycle of the liquid product stream although this may not be practical
if a very high percent conversion is desired (as in hydrodesulfurization )
or if the product is not relatively stable under reaction conditions. The
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Table I. Recent

Reaction Reoference
Oxidation of SO, on wetted C Hartman & Coughlin (13)
Hydrogenation of crotonaldehyde Kenney & Sedricks (14, 15)
Isomerization of cyclopropane Way (16, 17)
Hydrogenation of a-CHj styrene Pelossof (18, 19)°
Hydrogenation of benzene Satterfield & Ozel (20)
Hydrogenation of a-CHj styrene Germain, et al. (21)°
Hydrotreating Mears (22) °

*For p = 1.0, 1 kg/m* sec = 0.1 cm/sec.
. P Flow over a vertical string of spheres. L calculated for a bed of spheres touch-
Ing 1n a square pattern.

Table II. Pertinent Laboratory Scale Petroleum
Reaction Reference

Hydrocracking of a heavy gas oil Henry & Gilbert (23)
Hydrodenitrogenation of various compounds Flinn, et al. (24)

and of a catalytically cracked light

furnace oil®
Hydrodenitrogenation of a lube oil distillate  Gilbert & Kartzmark (25)

Hydrogenation of aromatics in a naphthenic Henry & Gilbert (23)
lube oil distillate

¢There are no data points in original reference; highest flow rates were not
recorded.

most common type of trickle bed processing is hydrogenation, and most
of the subsequent discussion refers to this type of reaction. The other
reactant may be essentially all in the liquid phase or in both the liquid
and the gas phases, and the distribution of reactant and products be-
tween gas and liquid phases may vary with degree of conversion. In a
few circumstances, as in some versions of the Fischer—Tropsch process,
the liquid is inert and serves as a heat-transfer medium, and the reaction
occurs between reactants in solution and the catalyst.

Industrial Operating Conditions. Trickle bed reactors in the petro-
leum industry may be operated under a wide variety of conditions that
depend on the properties of the feedstock and the nature of the reaction.
The less reactive fractions, which tend to be in the higher boiling range
and more viscous at ambient temperatures, are typically processed at
the lower liquid flow rates. Representative superficial liquid velocities,
L, are 10-100 ft/hr (0.83-8.3 kg/m? sec for a density of 1) for lubricat-
ing oils, heavy gas oils, and residual fractions and 100-300 ft/hr (8.3-25
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Laboratory Scale Studies

Superficial Liquid Gas Flow Rate
Flow Rate," kg X vi3 Re, — dyLp
kg/m? sec m? sec z m
0.0043-0.06 154
0.038 0.47
0.26-2.1 3-28 ~ 0.04-8
1.4-8.7 —
0.9-3.0 28° 16-55
0.08-1.6 0.14-3.3
0.19-0.76 1.6-7.2 2-8

° @ for H: plus benzene vapor.
¢ Countercurrent flow.
® At 100 atm pressure; all other studies at 1 atm.

Refining Studies Cited by Henry and Gilbert (23)

L, kg/m? sec Conversion, %
0.07-0.5 61-20
lowest: * 0.07 99.8% [furnace oil reacted at 371°C (700°F) ]
lowest: * 0.035 80% [quinoline reacted at 316°C (600°F)]
0.025-0.14° 97-70% (low temperature reaction)
0.025-0.06° 98.5—95% (high temperature reaction)
0.03-0.25° 80-30% (low pressure)

95—40% (high pressure)
® Taking reactor height as 3 ft; true height was not published.

kg/m? sec) for naphtha fractions when calculated with the assumption
that the feed is entirely in the liquid phase. For lighter fractions, this
is not generally the case, and much of the feed is actually present as
vapor. The hydrogen flow-to-liquid flow ratio is commonly expressed in
terms of volume of H, [expressed in standard cubic feet (scf) at standard
temperature and pressure (STP)] per barrel of feed processed (scf/bbl).
The superficial gas flow rate, G, becomes about

(L) (scf/bbl)

G = 5.6

cm/sec

where L is likewise in cm/sec. Representative values are 2000-3000
scf/bbl for hydrodesulfurization of a heavy gas oil, 5000 scf/bbl for
hydrodesulfurization of a heavy residue, and 5000-10,000 scf/bbl for a
hydrocracker. For mild hydrogen treatment, hydrofinishing, the hydro-
gen-to-feedstock ratios may be considerably smaller.
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Lister (8) summarized the characteristics of seven British Petroleum
Co. desulfurizers that were designed between 1952 and 1962. Operating
conditions range as follows: liquid hourly space velocity (volume of
liquid fed each hour per volume of reactor), LHSV, 1.4-8.0 hr'; oper-
ating temperature, 690°~790°F (365°—420°C); pressure, 500-1000 psig;
recycle rate, 1000—4000 scf/bbl; and single catalyst bed depth, 8-21 ft.
One reactor consisted of three beds, each 10 ft 10 in. deep; a second unit
consisted of three identical reactors in series, each 8 ft 9 in. deep.
Reactor diameters ranged from 4 to 7 ft.

Present day units may be considerably larger, and multiple-bed
reactors are frequently used. The quantity of catalyst is typically
divided into one to five beds, each 1020 ft deep; in multiple-bed reactors,
hydrogen is injected between the beds for temperature control—so-called
cold shot cooling. In multiple-bed reactors, the catalyst beds may be
equal in depth. More commonly, they increase in depth as the reaction
proceeds, and the quantity of hydrogen injected at each point is adjusted
in order to achieve the desired axial temperature profile which is speci-
fied so as to limit the adiabatic temperature rise along each bed to some
maximum [typically ~ 28°C (50°F) or less]. The gas-to-liquid ratio
thus increases with flow through successive beds, and the amount of
gas injected for cooling can readily exceed that furnished initially. The
quantity of H, furnished usually far exceeds that needed for stoichio-
metric reaction, and it is usually determined primarily by the require-
ments for temperature control and perhaps sometimes to help achieve
better liquid distribution or to prolong catalyst life. The maximum
height of a single catalyst bed is determined by the importance of
achieving redistribution of liquid and gas after some limiting bed depth
is traversed or by the crushing strength of the catalyst. In present prac-
tice, this maximum seems to be about 20-25 ft.

Representative operating conditions for petroleum refining processes
are typically total pressures of 500-1500 psi (substantially higher in a
few cases) and temperatures of 345°—425°C (650°—800°F). Catalyst
particles are typically 1/8-1/32 in. (0.32-0.08 cm) in diameter.

Of considerable importance in analyzing data on trickle bed reactors
is the fact that in pilot plants the 2-6-ft high reactors (1-1.5 in. in
diameter) are typically operated at about the same LHSV as is used
commercially. For a specified value of LHSV, the true liquid superficial
velocity is thus proportional to reactor length. A large commercial
reactor of recent design may have as much as 60-80 ft total depth of
catalyst; data for this scale-up may have been obtained in a pilot unit at
the same LHSV but therefore at 1/10-1/15 of the superficial liquid flow
rate and at a correspondingly lower gas rate. Since the pilot unit and
the commercial unit may operate under somewhat different hydro-
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dynamic flow conditions, their contacting efficiencies may be significantly
different. In most reports of laboratory studies of any type of reaction,
the liquid and gas flow rates were much lower than those used com-
mercially (see Tables I, II, and III). Some of the recently reported
laboratory scale studies involved rapid exothermic reactions at low liquid
flow rates; consequently, heat effects were especially significant. Catalyst
pellets were only partially wetted, and reactants were relatively volatile
so that reaction occurred in both liquid and vapor phases (see below).
The behavior of these systems may be significantly different from those
in which the reactant is exclusively in the liquid phase (to which subse-
quent discussion pertains).

Table III. Representative Limiting Flow Conditions for
Petroleum Processing

Superficial Liquid Velocity Superficial Gas

Velocity*®
Reactor ft/hr kg/m? sec” kg/m? sec”
Commercial 10 0.83 0.0132
to 0.066
300 25.0 0.395
1.97
Pilot plant® 1 0.083 0.0013
to 0.0066
30 2.5 0.0395
0.197

¢ Values of G were calculated for 1000 and 5000 scf H./bbl; it was assumed that
all hydrocarbon is in the liquid phase.

® Length of pilot plant reactor was assumed to be 1/10 that of commercial reactor.
°1 Ib/hr ft* = 1.36 X 10~* kg/m? sec.

Another precaution in interpretation stems from the fact that almost
all of the published information on performance of industrial trickle bed
reactors has dealt with petroleum refinery operations such as hydrode-
sulfurization. The wide spectrum of compounds present, with different
reactivities, requires some arbitrariness in describing the intrinsic
kinetics. For five fractions of a flashed petroleum distillate, Bondi (9)
reported hydrodesulfurization differential reaction rates over a Co/Mo/
Al;Oj; catalyst that varied by as much as a factor of 4 at 40% conversion
and by a factor of 7 or so at 80% conversion. If these are all treated as
one compound in reactor analysis, the effect is to increase the apparent
order of reaction. A mixture of several species with different reactivity,
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each exhibiting true first-order kinetics, appears to follow some higher
order reaction over a wide range of conversion since the less reactive
species persist longer than the more reactive ones. On the other hand,
a group of species with similar reactivity can frequently be treated
adequately when they are deemed to follow first-order kinetics over a
limited range of conversion. The best procedure to follow varies with
circumstances.

Models for Design and Analysis

The Ideal Trickle Bed Reactor. The analysis of trickle bed per-
formance under ideal circustances and with the assumption of simple
first-order kinetics provides a point of departure for analysis of real
cases. We assume the following: (a) plug flow of liquid, i.e. no dis-
persion in the axial or radial direction; (b) no mass or heat transfer
limitations between gas and liquid, between liquid and solid catalyst, or
inside catalyst particles (the liquid saturated with gas at all times);
(c) first-order isothermal, irreversible reaction with respect to liquid
(gaseous reactant present in great excess); (d) catalyst pellets com-
pletely bathed with liquid; (e) the reactant completely in the liquid
phase; and (f) no vaporization or condensation.

If we consider a differential volume element across the reactor and
set the rate of reaction in that element equal to the disappearance of
reactant as the liquid passes through the element, then:

Fepdr = rdV (1)

where F = liquid flow rate in ecm®/sec, ¢;, — concentration of reactant
in entering liquid in moles/cm? x — fractional conversion of reactant,
dV — reactor volume in slice under consideration in cm?, and r — rate
of reaction in moles/sec cm® of reactor volume. If the reaction is
first-order:

r="Fky(l — ¢ (2)

where k, = cm?® of liquid/cm? of catalyst pellet volume sec. Substituting
Equation 2 in Equation 1, we obtain

Fepdr — ko (1 — €)cdv

Since ¢ = ¢in (1 — x),

Ffﬁ%=kv(l—e)de
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or

Cin =¥ kv(l _ e) _ kv(l —_ e) _ 3600]&-(1 —_ e) (3)

In L/h LESV

Cout

where V is the volume of the trickle bed packed with catalyst.

If the same simplifying assumptions again hold, we should be able
to obtain the same values of the reaction rate constant k, from studies
in a stirred autoclave. In the autoclave, we measure change in concen-
tration with time whereas in the trickle bed reactor the change is in
concentration with distance. However, the autoclave and the trickle bed
reactor should give the same value of k, because there is a one-to-one
correlation between time in the autoclave and distance traversed in the
trickle bed. (For a specified flow rate, the distance traversed is inversely
proportional to the dynamic liquid holdup, but it is unnecessary to know
this in the ideal cease—see subsequent discussion on residence time
distribution. )

In the autoclave:

_ d—C — r(vcnt + vliq) (4)

dt Viiq
where r is moles/(sec) (cm?® liquid 4+ cm?® catalyst in autoclave), Veat =
volume of catalyst pellets in autoclave in cm?, vy, = volume of liquid in
autoclave in cm?, and ¢ — time in sec. By substituting Equation 2 in

Equation 4, where (1 — ¢) is now the volume fraction of solid catalyst
in the liquid slurry in the autoclave, we obtain:

dc U“q
— —— =k
dt Veat
Integration gives:
c Veathovt
ln init — cat/vy (5)
C final Viiq

Although in principle k, from Equation 5 should equal k, from
Equation 3, in practice that derived from Equation 5 is frequently
greater than that calculated from trickle bed studies because of a loss
of contacting effectiveness in the trickle bed.

Before this concept is discussed, however, other possible reasons for
these differences should be noted. Homogeneous reactions, if they are
possible, are more likely to be encountered in the autoclave than in the
trickle bed because of the much higher ratio of liquid to catalyst volume.
This could possibly lead to various unforeseen consequences such as
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more formation of side-product and polymers that might block pores.
Catalyst poisoning would also probably cause the two reactor systems
to behave differently. In the autoclave, poisoning would occur uniformly
over all the catalyst particles whereas in the trickle bed poisons would
usually be adsorbed preferentially onto the top-most catalyst layers
leaving most of the bed clean for the main reaction. The net effect could
well be a slower drop in reactivity with time in the trickle bed than
would be expected from the autoclave studies. The distribution of poison
through an individual catalyst particle may also be a function of particle
size as well as of time and environment.

If the reaction is not actually first-order, the values of k, as calcu-
lated from Equations 3 and 5 should be the same if the other assump-
tions hold and if comparison is being made for the same initial and final
concentrations. In general this may not be the case, but, for many
systems of interest where a high percent of conversion is not required,
the kinetics of the reaction may be represented satisfactorily as a first-
order process even when the true kinetics are substantially different.

Equation 3 is the same expression that is obtained for single-phase
flow except that k, is based on catalyst pellet volume and hence a factor
(1 — ¢) appears. Note that liquid holdup as such, or the true residence
time of liquid in the reactor, does not appear in this expression. Neither
does the aspect ratio of the reactor (ratio of length to diameter). The
significance of these points is discussed below.

Contacting Effectiveness

At sufficiently low liquid and gas flow rates, the liquid trickles over
the packing in essentially a laminar film or in rivulets, and the gas flows
continuously through the voids in the bed. This is sometimes termed
the gas continuous region or homogeneous flow, and it is the type that
is usually encountered in laboratory and pilot scale operations. As gas
and/or liquid flow rates are increased, one encounters behavior which
is described as rippling, slugging, or pulsing flow, and this may be
characteristic of the higher operating rates encountered in petroleum
processing. At high liquid rates and sufficiently low gas rates, the liquid
phase becomes continuous and the gas passes in the form of bubbles—
this is sometimes termed dispersed bubble flow. This is characteristic of
some chemical processing in which liquid rates are substantial, but the
gas-to-liquid ratios are considerably below those encountered in much
petroleum processing. Flow patterns and the transitions from one form
to another as a function of gas and liquid flow rates were described by
several authors and were recently summarized by Sato and co-workers
(26).
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If data are obtained over a range of linear velocities in a trickle
bed, it is usually found that k, as calculated from Equation 3 increases
as the liquid flow rate is increased. In different terms, if both h and L
are doubled (which keeps LHSV constant), the percent conversion is
increased although Equation 3 predicts there should be no change.
Furthermore, in the absence of complications as cited above, the value
of k, at the highest flow rates approaches the value obtained in a stirred
autoclave where the catalyst is completely surrounded with liquid.
Clearly, in most trickle bed reactors there is a loss in what is termed
contacting effectiveness below that which can be obtained in the ideal
reactor, and this loss is greatest at the lowest liquid flow rates.

In the past, designers of trickle bed reactors generally used the
fact that contacting effectiveness improves with liquid flow rate as a
built-in factor of safety by scaling-up from pilot plant to commercial
plant size on the basis of equal values of LHSV. Since commercial reac-
tors may be 5-10 times longer than pilot units, this would result in plant
units operating at 5-10 times the liquid superficial velocity used in the
pilot plants for the same value of LHSV. However, the situation was
confused by the fact that in some cases, as reported by Ross (27), the
commercial unit performed more poorly than the pilot plant unit in spite
of the use of higher linear liquid velocities. This apparently was caused
by poorer liquid distribution and was characterized by the finding that
liquid holdup was poorer in the large unit (27). (This method of
scale-up is unlikely to introduce difficulties from mass transfer limitations
unless the catalyst particle size is increased at the same time which,
however, the designer may be tempted to do in order to avoid excessive
pressure drop.)

Let us now use the term apparent reaction rate constant, kspp, to
refer to the value of the reaction rate constant as calculated from Equa-
tion 3 or the equivalent, applied to results from a real trickle bed, and
retain the symbol k, to refer to the intrinsic value. We shall now
consider methods of predicting the effect of the liquid flow rate on kqpp.

Bondi (9) developed an empirical relationship of such a form as
to cause kg, to approach k, as the superficial liquid velocity approaches
infinity. His equation, expressed in terms of reaction rate constants, is:

For a number of systems, 0.5 < b < 0.7 with a median value of about
2/3. Bondi also reported that an increase in the gas rate moderately
increased conversion, and he suggested multiplying L in his correlation
by (pcG)? where, for much of his data, 0.22 < 8 < 0.5. However, in a
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reacting system such as this, changing the gas flow rate also changes the
partial pressures of products and reactants such as H,S and hydrogen.
Since H,S has some inhibiting effect on the reaction rate, the improve-
ment associated with increased gas flow rate is probably partly chemical
and partly physical. The usefulness of this approach is that a contacting
effectiveness can be directly defined as kapp/ky. In trickle phase studies
of hydrodesulfurization of a heavy gas oil, this ratio was about 0.12-0.2
at L = 0.08 kg/m? sec and about 0.6 at 0.3 kg/m? sec. At low liquid
flow rates, one would expect the ratio to be proportional to the 0.5-0.7
power of the liquid velocity, with the power decreasing at higher liquid
velocities.

Liquid Holdup. Another approach derives from the fact that as
liquid flow rate is increased, liquid holdup increases also. For the ideal
reactor, the drop in conversion should follow Equation 3, but with
increased holdup it is generally found that ¢y is lower than predicted.
The increased holdup is effective because it improves contacting or
decreases axial dispersion or both. Regardless of the reason, it is remark-
able that a variety of data can be brought into consonance by assuming
(all other things being equal) that the rate of reaction is proportional
to the holdup, H, or that

kapp o ka (6)

For a first-order reaction, one usually plots In cou/cin against resi-
dence time in order to obtain the value of k, i.e.

In %« — Kappt (7)
If kapp < kyH, then
1 Cout o« _ka (8)

? o < (THSY)

Ross (27), for example, showed that data on hydrodesulfurization
for two commercial reactors and a pilot hydroreactor could be brought
into agreement by plotting percent sulfur retention vs. (1/LHSV) - H
on semilog coordinates. Here the commercial reactors operated more
poorly even though higher liquid velocities were used. Henry and Gilbert
(23) developed this concept further. For laminar flow down a bed of
spheres, the holdup should be proportional to ReY? which can be
derived analytically and which was found experimentally by Pelossof
(18, 19) for flow over a vertical string of spheres.
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If one postulates (a) that reaction rate is proportional to holdup
and (b) that holdup is proportional to L3, then Equation 3 is replaced
by
Cout _kvhl/3

I = THSV)

(9)

It is generally observed that the degree of conversion increases as the
bed length is increased at a constant value of LHSV, i.e. if liquid velocity
is increased in proportion to the increase in bed depth. This was ascribed
to decreased axial dispersion (see below ), but Equation 9 would predict
the same effect which is attributed to increased holdup. Henry and
Gilbert obtained good correlation of two sets of data on the effect of
bed height on percent conversion by using Equation 9 (the flow rates
used are not certain). They also demonstrated that, for a fixed bed
length, Equation 9 was followed for several other sets of data (Table II)
on hydrocracking, hydrodenitrogenation, hydrodesulfurization, and
hydrogenation—all of various petroleum fractions (hydrodenitrogenation
included some studies of model compounds). This remarkably good
correlation was obtained in spite of two facts: (a) there is no theoretical
justification for assuming that the rate of reaction is proportional to
holdup and (b) as Henry and Gilbert noted, Equation 9 applies only
when H «LY3, As the Reynolds number is increased, the dynamic
regime changes from gravity—viscosity to gravity—inertia, and the expo-
nent of the Reynolds number increases to a value substantially greater
than 1/3.

The Henry and Gilbert correlations were presented in terms of
LHSYV values, and in order to compare them with other work, the range
of liquid flow rates used in each of the most pertinent studies was esti-
mated (Table IT). When reactor height was not given, an arbitrary value
of 3 ft was assumed. Although this does result in some error, rough
values for liquid superficial velocity can then be calculated. The corre-
sponding percent conversions are also cited; in each case, the correlating
line went through 0% conversion at infinite flow rate. Certain reserva-
tions remain. At very high percent conversion, axial dispersion can be a
significant factor, and it is still uncertain whether the spectrum of com-
pounds present in all cases but one can be properly treated by simple
first-order kinetics. Nevertheless, the Henry and Gilbert finding that the
contacting effectiveness is proportional to the one-third power of the liquid
flow rate seems to hold with flow rates up to at least ~ 0.5 kg/m? sec.

In contrast, Bondi suggested a somewhat higher proportionality in
this flow region. The point at which catalyst contacting approaches
100% effectiveness remains elusive. In analyzing Bill’s data on formation
of butynediol from C;H,; and HCHO and Hofmann’s data on hydrogena-
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tion of glucose to form sorbitol, Bondi noted that contacting effectiveness
was still improving with flow rate at velocities as high as 3 kg/m? sec.
In hydrodesulfurization studies, a modest further improvement in con-
tacting effectiveness accompanied an increase in the liquid flow rate
from about 7 to 10 kg/m? sec.

If reactivity were indeed proportional to holdup, for the laminar
film model, H « d,%?® and to »'/® where v = p/p. Thus the Henry and
Gilbert correlation becomes:

In 2% o pY3(LHSV) 23, 2/%\3 (10)

Cout

This predicts that decreasing catalyst size will increase conversion, but
the same general effect would be produced by varying catalyst size if
diffusion limitations within catalyst particles were significant. Also,
according to this model, a decrease in holdup caused by gas flow would
decrease conversion, instead of the opposite as was found by Bondi.
Furthermore, it seems unlikely that conversion would increase with an
increase in viscosity.

Wetting Characteristics. Mears (28) questioned the Henry-Gilbert
correlation and suggested that it is more realistic to assume instead that
the reaction rate is proportional to the fraction of the outside catalyst
surface which is effectively (freshly) wetted by the flowing liquid.
Several investigators reported that the wetted area of packed beds at
moderate liquid flow rates is proportional to the 0.25-0.4 power of the
mass velocity, and, in a very recent correlation, Puranik and Vogelpohl
(29) reported that the wetted area is proportional to the 0.32 power of
the liquid velocity. By applying this correlation for ratio of wetted area
to total area and by introducing the effectiveness factor, Mears obtained:

log Cin RO-32(LHSV)~0-684 0-18,70.05 (7 /) 0.21,) (11)

out

The term o./c relates to surface tension properties that are presumably
constant for a given combination of liquid and packing, as are also 7
and d,. Note that the form of Equation 11 with respect to h and LHSV
is essentially the same as that of Equation 9.

Mears compared Equations 10 and 11 with available pilot plant data
in various ways. Equation 11 holds only when the proportionality of
Puranik and Vogelpohl is valid. When mass velocities are above about
1000 Ib/hr ft? (about 1.5 kg/m? sec), a different procedure is recom-
mended in order to allow for the asymptotic approach to complete wetting
as the liquid flow rate is increased.
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Little information has appeared on the effect of the gas flow rate
other than the suggested correlation of Bondi which predicts a moderate
increase in the apparent rate constant with increased gas flow. This
would be expected to decrease holdup by the drag effect of the gas and
to break up rivulets and to improve contacting. Although Henry and
Gilbert did not determine the effect of gas flow rate in their correlation,
it is worth noting that the decrease in holdup caused by gas flow would,
according to their model, decrease conversion rather than increase it
as was found by Bondi. This further reinforces the view that liquid
holdup per se is not the fundamental factor but, rather, contacting of
catalyst with liquid and minimization of axial dispersion.

The above approach utilizing wetting characteristics has the merit
of relating contacting effectiveness to a parameter which can be physi-
cally visualized. A film flowing downward uniformly over all the particles
in a catalyst bed is not necessarily the most stable configuration since
surface tension will tend to reduce the total film area. Observations of
a trickle bed during reaction indicate that, even with excellent initial
distribution, the liquid may gather into rivulets which tend to maintain
their position with time. In some portions of the bed, catalyst pellets
are bathed continuously with flowing liquid while in other portions the
catalyst pellets, although wetted, do not have a liquid film on the surface.
It is the active or freshly contacted fraction of the packed bed that is of
concern. Although a portion or all of the remainder may be wetted, the
stagnant or noncontacted fraction contributes nothing to reaction. The
analogous problem in packed bed absorbers was long studied to deter-
mine the fraction of packing which is effectively wetted. Hobler (30)
compared in detail the correlations developed by various workers through
the late 1950’s. Recent treatments are referenced by Mears (28). Some
differences between the two systems, as listed below, should be borne
in mind, but these do not appear to offer any major difficulty.

(a) Catalyst pellets are almost always porous. Except during
operation at low liquid flow rates combined with exothermic reaction,
the entire bed eventually becomes wetted by capillarity, even with
rivulet-like flow. Absorption packings are nonporous, and a portion of
the bed is typically not wettecf However, the portion of the reactor bed
wetted by capillarity does not contribute significantly to reaction unless
the vapor pressure of the reactant is substantial.

(b) Although most of the data are for shapes that are characteristic
of absorber packings such as Berl saddles and Raschig rings rather than
for the spheres, pellets, and extrudates that are of concern in trickle bed
reactors, recent correlations indicate about the same velocity dependence
for these various shapes.

(c) Quantitative values for the fraction of the bed which is effec-
tively wetted or freshly contacted with flowing liquid depend on the
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method used for their measurement. For example, the effective area for
absorption of a gas into a liquid is the total area of that liquid present
that is not effectively stagnant. With trickle bed reactors, we are con-
cerned with the outside area of solid pellets that is effectively contacted
with flowing liquid.

By tracer studies, Wijffels and co-workers (31) measured the frac-
tion of the stagnant holdup in packed beds which is not washed out
during trickle flow; they took this as a measure of the fraction of the bed
which is effectively noncontacted during operation. Measurements were
made with 1-9.5-mm glass beads at superficial liquid velocities of 1.0-7
kg/m? sec using water primarily although there were a few runs with
cumene. The fraction of the bed freshly contacted with flowing liquid
decreased with increasing particle size in the 1-5 mm range. A model
based on minimizing the total energy of the system in a horizontal plane
likewise predicted this effect of particle size. The model could not be
adequately tested with 5- and 9.5-mm particles because the individual
particles were not completely wetted. Studies with cumene were con-
fined to 1- and 3-mm particles, and it would be interesting to test the
model with larger particles, with organic systems which have lower sur-
face tension than water, and with more readily wet solid surfaces.

In this as in other studies, it was found that prewetting the bed can
cause behavior substantially different from that encountered when an
initially dry bed is used. At the moderate liquid flow rates characteristic
of laboratory scale trickle beds, the time required to reach steady state
with an initially dry bed may be several hours (15, 20), but this may be
reduced significantly by preflooding. Surrounding catalyst pellets with
finer inert material seems to improve wetting (15) and to cause sub-
stantially improved conversion at constant liquid flow rate (22). Heat
effects can also cause the rate of wetting upon start-up to be much slower
than that encountered in the absence of reaction. A useful next step in
developing these approaches would be to characterize better the contact
angles and spreading characteristics of representative organic liquids on
porous catalysts.

Residence Time Distribution. Another approach, which is not ex-
clusive of those above, is to determine the extent to which reactor
performance suffers by deviations from the ideal plug flow model, as
characterized by the residence time distribution (RTD) of the liquid.
If we assume first-order kinetics, and if RTD data are available in the
form of an exit age distribution function E(¢) and the degree of con-
version is known or specified, the two can be related by the expression:

Cout _ f " e FE () dt (12)
cill 0
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Here E(t)dt is the fraction of the exit stream that is present in the
reactor for a residence time between ¢ and (¢ + dt). For a plug flow
reactor, the expression is:

Cout _ e'k’t" (13)
Cin

A reactor efficiency can then be defined as (,/tm) 100 where:
b =f°° (B (t) dt (14)
0

and where t, is the residence time as calculated from Equation 13 that
would produce the same fractional conversion as that found experi-
mentally.

Equations 12 and 13 treat the system as though it were homogeneous
and thus k' — k,(1 — ¢)/H sec where the holdup H is assumed to be
constant with length and, strictly, need not be known. However, it can
be calculated from the E(t) function by the expression H = tn(F/V),
and it provides a useful measure of catalyst contacting. For large com-
mercial reactors, tracer measurements appear to be the only practicable
way to determine holdup.

Reactor efficiency can also be defined equivalently as the ratio of
the length of an ideal (plug flow) reactor to that of a real reactor
required to produce the same specified percent conversion where the
true value of k’ can be calculated from Equation 12. An example of the
use of this method to analyze trickle bed performance was given by
Murphree et al. (32). For 90% conversion, they found that a small
pilot reactor operated at 90% efficiency and that a commercial desul-
furization reactor operated at 40-60% efficiency under conditions of
poor operation and 70-80% efficiency under good operating conditions.
The same method of analysis was also applied by Cecil et al. (33) in a
study of the desulfurization of gas oil or residual fuel oil in a small pilot
reactor at liquid rates of 35-1500 lb/hr ft> (about 0.05-2.2 kg/m? sec).
The concept of reactor efficiency as used here may be subject to misin-
terpretation since it is very sensitive to the percent conversion chosen
for comparison at high degrees of conversion. Thus, a moderate degree
of deviation from plug flow behavior can be insignificant at 90% con-
version but serious at 99% conversion.

This approach demonstrates the effect of RTD on reactor effective-
ness, but it does not address itself directly to contacting per se; the portion
of the bed that is not contacted effectively cannot be identified. The
use of Equations 12 and 13 is rigorously correct if the reaction is strictly
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first-order and if there are no radial concentration gradients. As empha-
sized by Schwartz and Roberts (34), the desired RTD is that of the
liquid external to the catalyst pores, but a tracer measurement used to
determine the E(t) curve will usually include as well some contribution
from the large internal holdup which exhibits itself in the form of
increased tailing.

Axial Dispersion. As an alternative to the use of RTD, small devia-
tions from plug flow can be described instead by the axial dispersion
model which involves only one parameter, the axial dispersion coefficient,
which is usually expressed as a Peclet number. The dispersion coefficient
is obtained by assuming that all the mixing processes involved follow the
same functional relationship as Fick’s laws regardless of the actual mecha-
nism, an assumption that becomes increasingly dubious with large degrees
of deviation from plug flow behavior. RTD measurements in trickle beds
are better fitted by a two-parameter cross-flow model such as that used
by Hoogendoorn and Lips (35), Hochman and Effron (36), and others.
This model assumes that the holdup consists of stagnant pockets and
liquid in plug flow, and the two adjustable parameters are the fraction of
the total liquid in plug flow and an exchange coefficient. Schwartz and
Roberts (34) made a detailed comparison of the effect on predicted
reactor performance of various RTD data correlated in terms of the
dispersion model vs. the cross-flow or an equivalent model. If one takes
the RTD data of Hochman and Effron, which are provided in both
forms, for representative reactor cases corresponding to Rey values of
8 and 66, the ratio of required catalyst volume calculated by the dis-
persion model to that calculated by the cross-low model is 1.03-1.09 at
80% conversion and 1.11-1.22 at 90% conversion. This suggests that
the axial dispersion model may be the more conservative in general. It is
also adequate for initial estimates as to whether deviation from plug
flow will be significant in any specific case.

Mears (22, 28) presents the following criterion for the minimum
h/d, ratio that is required in order to hold the reactor length to within
5% of that needed for plug flow.

h 20m Cin

—(Tp- > PeL ln Cout
where Pey, = d,L/D; and m is the order of reaction. Thus, the minimum
reactor height increases with the order of reaction, and it is very sensitive
to fractional conversion at high degrees of conversion.

Hochman and Effron (36) reported dispersion data for cocurrent
methanol and nitrogen flow of 600-5000 Ib/ft?> hr (0.8-7 kg/m? sec) in
a 6-in. column packed with 3/16-in. glass spheres. Peclet numbers for the
liquid varied from about 0.15 at Rep, — 4 to about 0.40 at Rer, = 70 with

(15)
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considerable scatter. Apparently there were significant, but random,
variations in dispersion from point to point and day to day. The effect of
gas rate (up to 8.35 cm/sec) was small. These values of Pey, are 1/3 to
1/6 those for single-phase liquid flow at the same Reynolds number and
can be compared to Pe = 2 for fully developed single-phase turbulent
flow in packed beds. Charpentier and co-workers (37, 38, 39) likewise
reported Pe, values for trickle low down to an order of magnitude less
than that for single-phase flow at the same liquid Reynolds number, but
with much scatter. Equation 15 demonstrates that, for representative
laboratory scale trickle bed reactors of the order of a foot or so in length,
axial dispersion may cause a significant deviation from plug flow behavior
when conversions are roughly 90% or more.

There are about 15 other reported studies of liquid-phase axial
dispersion, but these generally involved countercurrent air-water sys-
tems, almost invariably with Raschig ring and occasionally with Berl
saddle packing, and frequently with flow conditions outside the range of
interest in trickle bed reactors. A summary listing was given by Michell
and Furzer (40) who also presented a recommended correlation based
on considerable work of their own. This involves a Reynolds number,
Re’, based on the interstitial rather than on the superficial velocity which
must therefore be combined with an expression for the dynamic holdup,
H,, to relate superficial and interstitial velocities. The relationships are:

PeL J— (ReL/) 0.70Ga-0.32 : (16)
H; — (0.68) Re ’%°Ga %*ad, 17)

where Ga is the Galileo number, d,%g.p?/p? and the liquid velocity used
in the definition of Rey, is the superficial velocity. These relationships rep-
resent a refinement over similar correlations developed by Otake and
Kunigita (41) and Otake and Okada (42). Representative values of Per,
for countercurrent air-water flow through 0.25-in. Raschig rings are 0.25
at Re, — 10 and 0.5 at Re, — 100 (43), values which are reasonably
close to those reported by Hochman and Effron.

Peclet numbers for the gas phase, as reported by Hochman and
Effron, were correlated by the expression:

Peg — 1.8Reg™0-7100-005Rey, (18)

for Reg values of 11 and 22 and for a range of Rey, values from 5 to 80.
This leads to Peg values one to two orders of magnitude less than those
encountered in single-phase gas flow, which are attributed, as was sug-
gested earlier by DeMaria and White (44), to the gas phase “seeing”
agglomerates of particles covered with a bridge of liquid as an effectively
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larger particle. This explanation is supported by the facts that wet pack-
ing in the absence of flowing liquid gives a large increase in dispersion
over dry packing and that Peg decreases with increased Rer. However,
gas-phase dispersion is not of concern ordinarily in trickle bed processing.

Mass and Heat Transfer Effects. Methods of estimating when sig-
nificant concentration gradients exist between gas and liquid, between
liquid and solid, or within the porous catalyst are treated elsewhere (45).

Internal diffusion limitations are commonly expressed in terms of
the catalyst effectiveness factor, 4, which is defined as the ratio of the
observed rate of reaction to that which would be observed in the absence
of any internal concentration or temperature gradients. Methods of esti-
mating 5 have now been developed in great detail (46, 47). For a first-
order reaction, internal diffusion will be insignificant if

(dp/2)?r(1 — ¢)

Deff Y < 1 (19)

where c, is the concentration of the key reactant in the liquid (usually
the dissolved gas) at the solid—liquid interface. Unless the size of the
diffusing molecules is comparable to that of the pores,

D
Dot — _" (20)

where 6 is the catalyst void fraction and r is the tortuosity factor which
usually has a value of ~ 4 (extreme values for the usual catalyst struc-
tures are about 2-7). Effectiveness factors for commercial hydrodesul-
furization reactors are typically 0.36-0.6 for catalyst particles 5-6 mm in
diameter, which is a mild degree of diffusion limitation.

Consider now some effects that may occur if reactant is present in
both the liquid and the vapor phases. The maximum steady-state tem-
perature difference between the center and the outside of a catalyst pellet,
AT, occurs when diffusion is sufficiently limiting so that reactant concen-
tration in the pellet center approaches zero. Then (48)

—AH) Degecq

(
AT = X (21)

where A is the thermal conductivity of the porous solid. Even with a
highly exothermic reaction, it is unlikely that AT will exceed more than
a few degrees if the pores remain filled with liquid, unless the gas is
much more soluble than hydrogen in most liquids. An example illustrates

this: take the enthalpy change on reaction —AH —5 X 10* cal/mole
and a hydrogen solubility of 10* g mole/cm?® which would require
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elevated pressure in typical hydrocarbons. Typical values of the other
terms are Dy — 2 X 10 cm?/sec and A = 3 X 10 cal/sec cm°K. AT
is 0.33°C.

If pores are filled with vapor, however, temperature differences in
the hundreds of degrees are quite possible because Dy values for vapors
are three to four orders of magnitude greater than those for solutes and
gas-phase concentrations are not lowered by as large a factor. The key
limiting component is then usually vaporized reactant rather than hydro-
gen. Representative conditions are as follows: —AH — 5 X 10* cal/mole
(this is now per mole of vaporized reactant), Dy — 102 cm?/sec, ¢, =
3 X 107® (representing vaporized reactant present in small mole fraction
but superatmospheric total pressure), and A as before. AT becomes
50°C. This situation will not develop, of course, if the reactant does not
have an appreciable vapor pressure.

If a reaction is substantially diffusion-limited when pores are filled
with liquid reactant, then circumstances that cause the pores to become
filled instead with vaporized reactant can cause a marked increase in
reaction rate which is associated with the marked increase in diffusivity.
Indeed, this was found experimentally by Sedricks and Kenney (15)
in a study of the hydrogenation of crotonaldehyde. Liquid-phase reac-
tion could presumably switch to vapor-phase reaction at a critical value
of the local liquid flow rate below which the heat evolved could no
longer be carried away by the flowing liquid. This effect can interact
with liquid flow to cause temperature instabilities in various ways. Ger-
main and co-workers (21) described a cyclic and irregular behavior of
a trickle bed in which «-methylstyrene was hydrogenated to cumene;
this could be explained plausibly by postulating that completely wetted
pellets had low reaction rates whereas partly wetted pellets grew hotter
because of insufficient heat transfer to flowing liquid, which led to high
activity and formation of polymeric by-products. These in turn reduced
catalytic activity, which allowed the pellet to become cool and wetted
again. Removal of polymer by solution in the flowing liquid allowed
activity to be restored and the cycle to recommence. Quantitative analysis
of these types of coupling effects might be very helpful in revealing pos-
sible causes of instabilities in trickle bed reactors in general.

Summary and Conclusions

Many factors of importance in the design and characterization of
trickle bed reactors have not been covered in this review. These include
a description of the hydrodynamic flow regions, characterization of pres-
sure drop and liquid holdup, and mass transfer limitations that may
exist between gas and liquid, between liquid and solid, or within the
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catalyst particles. Conditions in which reactant is distributed between
the liquid and vapor phases can give rise to behavior characteristics
which were only mentioned. Methods of characterizing the contacting
effectiveness of trickle bed reactors, however, are central to predicting
their performance and the recent developments reviewed here give
promise of putting these methods of characterization on a much more
fundamental basis than heretofore.
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Nomenclature

Some symbols that were used only once are defined at point of use
and are not included in this list.

c — concentration, g mole/cm?; ¢,, concentration at liquid—solid
interface
D — molecular diffusivity, cm?/sec; D.s, effective diffusivity in por-

ous catalyst (Equation 20)

D, — axial dispersion coefficient, cm?/sec

d, — catalyst particle diameter, cm

F = liquid flow rate, cm?®/sec (Equations 1 and 3)

G = gas superficial flow rate, cm/sec at STP or kg/m? sec

Ga = Galileo number, d,g.p?/u? (Equations 16 and 17)

ge = conversion constant

H — holdup, cm® liquid/cm?® empty reactor volume; Hy, free drain-
ing or dynamic holdup

h = height of reactor, cm, or depth of packed bed, cm

k — first-order reaction rate constant; k., intrinsic first-order reac-

tion rate constant per unit volume of catalyst pellet, cm?®
liquid/cm?® catalyst pellet volume sec; kagpp, apparent value
as found experimentally; ¥ — ky(1 —¢)/H, sec* (Equa-
tions 12 and 13); kapp/ky = contacting effectiveness

L = liquid superficial flow rate, cm/sec or kg/m? sec

LHSV = liquid hourly space velocity, volume of liquid fed to reactor
each hour per volume of reactor, — 3600 L/h hr™!

m = order of reaction

Pe;, = Peclet number for liquid phase, d,L/D;

r = rate of reaction, g mole/sec cm? reactor volume

Rer, = Reynolds number for liquid flow = d,Lp/p; Reg for gas flow
= dGp/p.

T = temperature, °C

t = time, sec
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\'4 = reactor volume, cm?®

Vwt = volume of catalyst pellets in autoclave, cm?

Viyq = volume of liquid in autoclave, cm?

x = fractional conversion of reactant

Greek

v = kinematic viscosity — n/p

€ — void fraction in catalyst bed, same as fraction of reactor volume
not occupied by catalyst particles; (1 — ¢) = ratio of cata-
lyst pellet volume to empty reactor volume

7 = effectiveness factor, ratio of actual rate of reaction in a porous
catalyst to that which would occur if pellet interior were all
exposed to reactants at the same concentration and tempera-
ture as that existing at the outside surface of the pellet

© = viscosity, poises

p = density, g/cm?

T = tortuosity factor (Equation 20)

0 = void fraction in porous catalyst particle
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Physical Processes in Chemical Reactor
Engineering

E. WICKE

Institut fiir Physikalische Chemie, Westfilische Wilhelms-Universitit,
4400 Miinster, Germany

The scope of this review is the presentation and critical
examination of the physical principles that underlie the
pseudo-homogeneous models for processes in multiphase
systems. For diffusion systems, i.e. porous gas—solid and
SLP catalysts, this principle is effective diffusivity; its ad-
vantages, its shortcomings, and the limits of its applicability
are discussed in detail. For heterogeneous flow systems,
this principle is radial and axial dispersion. The elementary
processes including the Taylor dispersion are illustrated;
applications to gas phase and to solids dispersion in fluidized
beds as well as to interphase heat transfer in packed beds
are presented. The limits of pseudo-homogeneous modeling
are indicated with the mass transfer problems of catalyst
screens and of shallow beds. Differentiation between axial
dispersion of mass in packed beds and real backmixing is
emphasized. This difference requires a change of the well
known boundary conditions of Dankwerts, and of Wehner
and Wilhelm, at the bed entrance.

Although the papers in the session on “Physical Processes” (see ADVANCES
v CHEMisTRY SERIES No. 133) are different in scope and nature, they
contain a number of common viewpoints that may serve as a basis for
this review. One of the most important viewpoints seems to be the
obvious tendency to describe processes that run in heterogeneous multi-
phase systems by pseudo-homogeneous models and to comprehend the
behavior of such processes, stationary or dynamic, in terms of single-
phase concepts. Hence the theme of this review will be to indicate the
principles and the methods of developing homogeneous models for
heterogeneous processes and to present the usefulness of those concepts
as well as the limits of their applicability.
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There are two principal types of heterogeneous systems in chemical

reactors (Table I): the flow systems where hydrodynamic flow is the
predominant process of mass transport, and the diffusion systems where

TableI. Heterogeneous Reaction Systems

Type of
System Two Phases Three Phases
Flow packed beds trickle beds
fluidized beds bubble columns
(with suspended catalysts)
macroheterogeneity: gg:lsﬁ ion z phase—bubble phase
microheterogeneity: grains—fluid
grids, screens, gauzes
Diffusion porous solids SLP catalysts
macropore and micropore systems

molecular diffusion prevails. Typical flow systems are represented by
packed beds, fluidized beds, grids, and screens, and those with three
phases by trickle beds and bubble columns with suspended catalysts.
Diffusion systems are the porous gas—solid catalysts and the supported
liquid phase (SLP) catalysts. In some cases, different levels of hetero-
geneity can be discerned. In fluidized beds and in three-phase bubble

~ columns there are the macro level of heterogeneity (dense or emulsion

phase and bubble phase) and the micro level (grains and fluid); in
diffusion systems, these levels of heterogeneity are the macropore and the
micropore arrays.

In flow systems, the heterogeneity leads to the well known dispersion
effects. Parallel to the main flow direction—axial or longitudinal—the
dispersion is appreciably broader than it is normal to it—radial or trans-
versal. In order to describe these effects in analogy with diffusion proc-
esses, meaningful coefficients for radial and axial dispersion may be
measured and defined only if the system is large enough to cover the
length of at least 10 characteristic dispersion pathways in either direction.
If this condition is not satisfied, the model of the ideal single mixing
stage or the cascade of mixing cells may be applicable to the system.
If this fails also, then a pseudo-homogeneous model does not seem to be
adequate for the flow system. This is true, for instance, for screen cata-
lysts and for shallow packed beds as well as for certain fluidized beds
(see below).
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Diffusion Systems

The pseudo-homogeneous model can be applied in heterogeneous
diffusion systems if the units of heterogeneity—pores, holes, particles,
etc.—are small compared with the length of the diffusion paths, i.e. the
extension of the concentration profiles. The most simple application of
this model is to make use of an effective diffusion coefficient:

Deff = ll’ * Dm (la)

where y is the permeability of the porous body and Dy, is the diffusion
coefficient in the free gas phase. In order to measure Dy accordingly,
steady state diffusion must be applied (the term permeability indicates
steady state conditions), and the gas pressure must be sufficiently high
in order to justify the neglect of Knudsen diffusion. The permeability
can then be used to define a labyrinth factor x (or tortuosity factor
1/x) by: y = ¢ * x where ¢, is the porosity. The system of transport pores
for permeation through the porous body is normally the same as the
macropore system and has a fairly well defined mean pore radius, r;
the micropores are then similar to pockets in the walls of the macropores.
In such a case, the permeability in the Knudsen region, according to

DXy — yX - D¥(r) (1b)

with D¥(r) = Knudsen diffusion coefficient, can be considered equal to
the permeability for bulk diffusion: y* ~ y. If on the other hand, the
micropores contribute markedly to the diffusion resistance for permeation,
y¥ £ y holds, which means that the permeability in the transition region
becomes dependent on total gas pressure and on the type of molecular
species that is diffusing.

For nonsteady state diffusion in porous systems, the mass balance
equation is

ait (e + 7a) — div (yDnm - grad c) 2)

where n, is the amount of gas adsorbed at the pore walls per unit volume
of the porous body. Pseudo-homogeneous treatment is possible if n, can
be taken as the value in adsorption equilibrium with ¢. In the region of
linear adsorption isotherm and with D,, independent of concentration,
Equation 2 then simplifies to

dc . lpo : _ ’ - di
B o dny/do GV EFRd e — Dl diverade ®)
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with an effective coeficient D’ for nonsteady state diffusion. When
adsorption is negligible

D,efr = i Dm = == XDm (4)

€p €p

rather than Equation 1a for steady state conditions. If, on the other hand,
adsorption with curved isotherms has to be considered, the mass balance
in the general form of Equation 2 must be used, and the solution of
diffusion problems becomes very complicated although still within the
concept of pseudo-homogeneity.

Wakao’s paper (1) starts with the question if the binary counter-
diffusion of inert, nonadsorbable gases through porous media runs for
steady state and for nonsteady state conditions with effective diffusion
coefficients that differ only by the factor ¢, i.e. Dett = ¢ + D’egr according
to Equation 4. In fact, the validity of this relation could be confirmed
by measurements with N,—H, mixtures in porous refractory material as
well as by calculations of the diffusion through a two-dimensional net-
work of interconnected macro- and micropores. This network model was
also used by Wakao to discuss the basic question if the effective diffusion
coefficient, as measured by methods of steady state permeation through
the porous medium, DP—binary bulk diffusion or Knudsen diffusion—
will be the same as the coefficient, DR, that can be obtained from the
effectiveness factor of a first-order reaction running at the pore walls.
In fact, the calculation yields differences for the same molecular species
with and without reaction: DR, <DP. The reason is obvious: the
micropores contain the predominant part of the internal surface area,
and they are therefore rather strongly engaged in diffusional resistance
when the transport runs to the points of reaction, compared with the
case of permeation through the porous body without reaction. The type
of model chosen, however, enhances this effect; in practice it will be
rather small, as Wakao concludes.

Large differences between the values of steady state and unsteady
state diffusion coefficients occur with SLP catalysts, where the cata-
lytically active material is distributed in a liquid that covers the pore
walls like a film and fills up the smallest (micro) pores. As long as the
gas-phase diffusion resistance in the residual open pore cross-sections is
determining for the transport rate, the system can be treated like porous
gas—solid systems. Steady state diffusion can then be described by a
permeability, Equation la, which in this case is a function of the amount
of liquid loading, as Abed and Rinker (2) demonstrated. Nonsteady
state diffusion of insoluble species leads to D’ets — Detr/€p Where ¢, also
depends on liquid loading. For nonsteady state processes with soluble
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species, the gas-phase diffusion is rate-determining only if the liquid is
so thinly spread out along the pore walls that absorption equilibrium is
established more quickly than the gas-phase concentrations of the species
in the pore cross-section can change. If this is the case, Equation 2 can
be applied with n, — amount of diffusion species absorbed in equi-
librium. In the region of linear absorption, the simplified form of Equa-
tion 3 is applicable, wherein the slope of the absorption isotherm (dn,/dc)
represents a strong individual effect of the diffusion species and gives
rise to appreciable differences between steady state and unsteady state
diffusion. The reverse situation, in which diffusion resistance in the liquid
phase is rate-determining in nonsteady state processes, is characteristic
for gas-liquid chromatography; here the diffusion paths in the gas phase
are kept short by using very small particles with coarse porosity.

A particular case of considerable importance in industry is the SLP
catalyst for SO, oxidation, V,05/K;0 melts on porous supports. Villadsen
and co-workers (3) concluded that, in typical industrial catalysts for
this reaction (liquid loading about 50% of the pore volume), the diffu-
sion resistance is almost evenly divided between liquid-phase diffusion
and pore diffusion. Even in this complicated case, the authors succeeded
in developing a pseudo-homogeneous model. The liquid loading is
thought to be composed of disc-shaped segments that cover the pore
walls; the diffusion of the reaction components in these segments is
supposed to be restricted to one dimension, i.e. normal to the front face.
[Similar models were developed earlier in gas-liquid chromatography—
see Giddings (4)]. The contribution of each segment to the local reac-
tion rate at the pore wall is calculated by applying the effectiveness
factor for plate geometry; an integration by means of a suitably chosen
distribution function of segment thicknesses yields the local reaction rate
per unit volume of the porous support, vey. This effective reaction rate
is then used in the balance equations for pore diffusion in the residual
pore volume:

div (Di, etr grad €;) = —viVese (5)

where v; — stoichiometric number and vwer —rate of production of
component i per unit volume of support. The decisive point for the
applicability of this pseudo-homogeneous treatment is the tacit assump-
tion that the absorption equilibrium is locally established at the gas—
liquid phase boundaries. If, instead of equilibrium, a mass transfer re-
sistance has to be taken into account at the phase boundary, then a
pseudo-homogeneous model, i.e. treatment of each component by a single
transport equation like Equation 5, is no longer applicable. Two transport
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equations, one for each phase, are then necessary; they are coupled by
the interphase mass transfer relation.

The calculations of Villadsen and co-workers were simplified by the
fact that in the liquid phase only the diffusion of oxygen had to be con-
sidered and that the rate of SO, oxidation could be taken as propor-
tional to the distance of oxygen concentration from equilibrium (first-
order). If, in more general cases, the diffusion resistances of more than
one component in the liquid phase—and possibly multicomponent dif-
fusion in the gas phase—have to be taken into account, the problem
becomes much more complicated. Then the system of balance equations
can no longer be reduced to one equation for a single component
(Equation 5). Problems like these have not yet been solved; successful
treatment should be possible by an extension of the methods of stoichio-
metric balances which were developed recently for multicomponent bulk
diffusion of reaction components in porous media [Hugo (5, 6, 7), Hesse

(8,9)1.

Dispersion Effects in Packed Beds

A packed bed of equally sized, spherical, nonporous particles is the
exemplary case for investigating flow dispersion effects. The elementary
processes to be considered here are presented in Figure 1. These are:
the molecular diffusion in the voids between the particles (a), the branch-
ing effect of the solid packing that generates a network of interwoven
streamlines that may be imagined as a random walk model (b) or as a
capillary model (c), the eddy diffusivity (d) where the voids act as
mixing cells, and finally the channeling (e) brought about by irregu-
larities in the packing and by wall effects. The combined action of these
dissipative processes in the direction transversal to the main flow can
be described by a radial mixing coefficient:

Mr = XDm —|— 0.1 - udp (6)

The molecular diffusion D,, must be corrected with the labyrinth factor
x (see Equation 4). In a regular packing arrangement, x ~ 0.7. The
radial dispersion, D, = 0.1 - ud, where u = mean axial flow velocity
between the pellets and d, — pellet diameter, is brought about by lateral
displacement of the streamlines in the branching processes. With a
simple geometry, the random walk model (Figure 1b) yields 1/8 - ud,;
measurements with gas and with liquid flow give a mean value of 1/10 -
ud, [Wilhelm (10), Hiby (11)].

Parallel to the main flow direction, the dissipative processes give
rise to a residence time distribution, RTD, which can be measured by
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Figure 1. Packed bed diffusion and dispersion processes

tracer methods. The spreading-out effect can be described by an axial
distribution coefficient:

MRTD = XDm + 05 - udp (7)

that includes the contributions of molecular diffusion, the same as in
Equation 6, and of axial dispersion: D, = 0.5 - ud, (contributions from
channeling and from wall effects are not taken into account). The axial
dispersion comes from the retardations and accelerations of the flow
between the pellets. Taking the pellet diameter as the plausible random
walk distance, one obtains D, — 0.5 - ud, [Wicke (12, 13)]. As is well
known, the expression can also be derived as an effect of eddy diffusivity
by imagining a cascade of mixing cells (Figure ld) as was done by Aris
and Amundson (14).

The dispersion coefficients D, and D, have been defined in order to
describe the dissipative processes in the heterogeneous packed bed by a
pseudo-homogeneous formalism. This provides, of course, that the packed
bed is sufficiently extended, at least over 10 pellet diameters in the radial
and axial directions. The different values of D, and D, originate from
the anisotropic nature of tubular flow and indicate the different physical
meanings of these dispersion processes. D, describes the radial flattening
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of concentration profiles as a consequence of random jumps back and
forth with reference to control planes fixed in laboratory space, whereas
D, describes the axial flattening of concentration profiles by random
jumps back and forth with reference to a control plane that moves with
the mean flow velocity u, i.e. D, describes the broadening of an RTD.
In order to indicate these differences, the notation axial distribution
coefficient Mgrp was introduced in Equation 7 instead of axial mixing
coefficient or effective axial diffusivity.

Measurements of axial dispersion with gas flow through packed beds
at Reynolds numbers above about 10 agree with the expectation from
the mixing cell model: ud,/D, — Pe — 2 (see Figure 6, top). But,
strangely enough, measurements with liquid low down to Reynolds num-
bers of about 1072 also agree (Figure 6, bottom). At such low Reynolds
numbers, however, there is no more eddy diffusivity, and the concept
that the voids between the pellets act as mixing cells has no meaning in
this region. Hence a different concept must be applied here.

Taylor Dispersion

Radial mixing and axial dispersion are not as independent of one
another as it may seem from their different characteristics that were
noted in the foregoing section. In fact, the two processes are intercon-
nected by the mechanism of the Taylor dispersion. This mechanism also
leads to an understanding of the considerable differences in axial disper-
sion between gas and liquid flow that are represented in Figure 6.

For a short introduction to the Taylor dispersion concept, let us
imagine viscous flow in an open cylindrical tube, and let us consider the
RTD of the flowing volume elements. This distribution function is repre-
sented by the solid curve in Figure 2. It starts with the highest proba-
bility at the smallest residence time—that which belongs to the fast flow
near the tube axis and which is equal to half the mean value ~—and it
decreases down to the long residence times of the slowly flowing volume
elements near the wall. The broken line in Figure 2 represents the signal
of a tracer pulse that was injected upstream uniformly over the cross-
section. The difference in RTD’s is brought about by radial mixing
processes that act on the axial tracer profile but have no effect, of course,
on the flow pattern.

The interference of radial mixing becomes clear from Figures 3 and
4. Figure 3 depicts the axial dispersion of the tracer pulse as it would
develop under the effect of only the local differences in flow rate accord-
ing to the velocity profile. Such a spread of the tracer probe tends to
build up boundaries with steep concentration gradients in the radial
direction (which is marked by the arrows in Figure 3). In fact, however,
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Figure 2. Residence time distribution of laminar flow in open tube
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Figure 3. Axial dispersion of tracer pulse without radial diffusion
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Figure 4. Narrowing of axial dispersion by radial
diffusion: Taylor dispersion

radial diffusion along these gradients transfers tracer material from the
top of the pulse to regions of slower flow (see Figure 4) and from the
wake of the pulse to regions of faster flow. In this manner, the extent of
axial dispersion is diminished by radial mixing. The result is the develop-
ment of a bell-shaped concentration profile (Figure 4) that is similar to
a peak in chromatography. The spread of the profile or the variance ¢
developed along a flow path of length L determines the Taylor dispersion
coeflicient by

o?=2Dy + L/u (8)

Dy in turn is inversely proportional to the coefficient of radial mixing
(see Equation 9). This concept, which was developed by Taylor (15)
for flow in open tubes, can be applied readily to axial dispersion in packed
beds. This was demonstrated by Edwards and Richardson (16) and by
Bischoff (17); [see also Wicke (12, 13)].

The Taylor dispersion coefficient can be taken proportional to the
mean flow rate, u, and to a mean travelling distance in the main flow
direction, A, along which a volume element loses its individuality by
lateral mixing processes: Dy ~ u - A. The so-called mixing length A is
equal to the product of the flow rate u and the mean lifetime r of the
volume element; the lifetime in turn is determined by the square of the
pellet diameter over the radial mixing coefficient:

A=u-+r=u-d?/M, In this way, the characteristic expression

u? - dy?

Dr ~ 31

(9)
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Figure 5. Axial distribution in air flow through packed bed of glass beads (16)
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for the Taylor dispersion coefficient is obtained. Introduction of M; for
packed beds (Equation 6) gives

udp

Dr=0.5" 145 Do /ud;

(10)
where the factor 0.5 was chosen in order to obtain agreement of Equation
10 with the limiting value of Peclet number, Pe = 2, at Re 2 10. When
the molecular diffusion term is added, the complete expression for the
axial distribution coefficient becomes

udy

Mzzo = xDm + 05 * 7740 1 /ud,

(11)

This differs from the simpler Equation 7, that was based on the
mixing cell model, by the additive term in the denominator. Just this
term, however, is necessary for a correct representation of the measure-
ments in the transition region from high Reynolds numbers to the range
of molecular diffusion, as was shown by Edwards and Richardson
(16). By careful measurements with argon pulses in air flow through
packed beds of glass beads, they demonstrated that the axial Peclet
number runs through a flat maximum in the transition region (see Figure
5). The maximum can be reproduced with Equation 11 but not with
Equation 7; this thereby confirms the applicability and the usefulness
of the Taylor dispersion concept for packed beds. With liquid flow in
packed beds of spheres, the corresponding maximum has been observed
earlier in profound tracer studies by Hiby (1I) in the range 10°® < Re
< 10% he represented his measurements by a formula similar to
Equation 11.

Figure 6 gives a more extended survey of experimental data on axial
Peclet numbers collected from the literature by Edwards and Richardson
(16). With gas flow, the curve splits into several parallel lines at small
Reynolds numbers. This represents the region of molecular diffusion
with different values of Dy, in different gas mixtures. With liquid flow,
this region occurs below Re ~ 2.102 [see Hiby (1I1)]; down to these
small flow rates, the axial distribution of tracer signals keeps its high
value that is characterized by Pe ~ 2. An explanation may be found by
means of the capillary model for flow through packed beds (Figure 1c).
At the branching points A, B, and C, volume elements from regions near
the axis pass over to regions near the wall; at the points of confluence
D, E, and F, the reverse change occurs. From these random retardations
and accelerations of volume elements arises the axial distribution of a
tracer pulse that is injected into the flow. It must be postulated, however,
that the tracer substance will not pass over laterally from one volume
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Figure 6. Peclet numbers for axial distribution in packed beds (16) with gas
flow (top) and liquid flow (bottom)

Key for gas flow: B, Blackwell et al. (18); CB, Carberry and Bretton (19); DW, De-

Maria and White (22); EK, Evans and Kenney (20); ER, Edwards and Richardson (16);

MH, McHenry and Wilhelm (23); and SP, Sinclair and Potter (21). Key for liquid

flow: CB, Carberry and Bretton (19); CP, Cairns and Prausnitz (26); EW, Ebach and
White (24); H, Hiby (11); and LG, Liles and Geankoplis (25).
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element to the other; thus radial mixing must be restricted. This is true
for liquids with their small diffusion coefficients but not for gases; the
high axial distribution at low Reynolds numbers is observed, therefore,
only with liquid flow. This indicates once more the importance of the
Taylor dispersion concept for heterogeneous flow systems [Wicke (12,
13)].

Taylor Dispersion with Mass Transfer between Phases: Fluidized Beds

If mass transfer between phases occurs in heterogeneous flow sys-
tems, the relaxation of this lateral transfer process gives rise to an addi-
tional type of axial dispersion. This effect is of particular importance in
gas chromatography where mass transfer between the mobile and the
stationary phase is involved [see e.g. Giddings (4)]. The principles are
as follows. If for the mass transfer the diffusion in one phase, say in a
liquid film, is rate-determining, then the mixing length A can be taken
as A — u * rqys = ul2/Des where 1 is a characteristic distance of the dif-
fusion problem, for instance the film thickness. The Taylor dispersion
coefficient is then:

u??
D eff

DTNu'A~ (12)

If instead, the mass exchange through the phase boundary is rate-deter-
mining, then the mixing length is equal to the height of a transfer unit
A=HTU =u/(a - Kixen) where K is the exchange rate constant
(mass transfer coefficient) and a is the interphase area per unit volume
of the bed. The Taylor dispersion coefficient then becomes:

u2

DT~'M'A~—————
a* Kexen

(13)

The possibility of correlating interphase mass transfer with axial
dispersion has been applied in chemical engineering in only a few cases
so far. The case of interest here is the application to the mixing processes
in fluidized beds that was developed by Levenspiel and co-workers (27).
The principal relations for radial and axial dispersion of the solid particles
and of the gas phase according to this development are summarized in
Table II. The formulas for radial dispersion are based on the random
walk model with the mean diameter of the bubbles, dy, as the charac-
teristic walking distance. The rate-determining processes were assumed
to be the lateral mixing of the solid particles in the wakes behind the
bubbles and the exchange of the gas between the bubbles and the emul-
sion phase. The formulas for the axial dispersion are based on the Taylor
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Table II. Dispersion of Solids and Gas in Fluidized Beds (27)

Type Concept Phase Equation
Radial  random walk . 3 )
solid Drs = T ufdb(14a)
16 1—38
gas DE=02- _ 4 (14Db)
8/ ngxch
Axial Taylor ) Up?
: : solid D,s — ?(1 — eme) *
dispersion a 1—3 B K en
(15a)
UoUpb
as D8 = f(uo, Uz, ...)
g a f (o, g, K& ion
(15b)
db = effective bubble diameter
5 = fraction of fluidized bed consisting of bubbles
a = ratio of wake volume to bubble volume
U = rising velocity of a bubble
Uo — gas velocity in empty tube
U = gas velocity under minimum fluidizing conditions
emr = void fraction under minimum fluidizing conditions
KEexen — exchange coefficient of gas between bubbles and emulsion phase
"execn = exchange coefficient of solids between the cloud-wake region and the

emulsion phase

principle with interphase mass transfer; the mass exchange here occurs
between the bubble phase or the wakes and the emulsion phase.

These formulas represent remarkable progress toward a systematic
understanding of the mixing processes in bubbling fluidized beds; quanti-
tatively, however, they yield only the orders of magnitude. It must be
assumed that one reason for this is that a fluidized bed usually extends
over just a few walking distances or mixing lengths, and therefore it
falls just in the gap where the model of mixing cells is no longer valid
and the concept of pseudo-homogeneous dispersion is not yet applicable.
The instructive investigation by Nguyen and Potter (28) of the back-
mixing in fluidized beds of gas components that are adsorbed by the
solid particles was done in this particular range.

A second reason for the quantitative failure of the formulas in Table
IT is the poor uniformity in bubble size, especially the growth of the
bubbles during their rise through the bed. An interesting possibility for
limiting bubble size was presented by Kato and co-workers (29); they
are running a fluidized bed in the voids of a packed bed of coarse pellets,
and they expect a number of advantages from this technique.

Generally, fluidized bed modelling suffers from a lack of reliable
experimental data, as Kunii and Levenspiel (27) noted repeatedly.
Kojima and co-workers (30) are to be welcomed, therefore, with their
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new electrochemical method for measuring the local velocities and
directions of the dense phase, even though it is not in fluidized beds but
in the closely related case of bubble columns.

Taylor Dispersion Concept for Interphase Heat Transfer

Besides the applications of the Taylor dispersion concept that were
mentioned so far, additional applications will surely be developed in the
future. Vortmeyer and Schaefer (31) recently called attention to the
possibility that the relaxation of interphase heat transfer in heterogeneous
gas—solid flow systems may be accounted for in a pseudo-homogeneous
model by introducing an additional axial dispersivity of heat. Remem-
bering that the HTU for heat transfer is: An= (u * p - ¢;)/(a - h), the
Taylor dispersion coefficient for interphase heat transfer can be taken in
analogy with Equation 13 for mass transfer as

w2 pcp
~U Ay~ —F"L 16
Dry~u- Ay o h (16)
Accordingly, the term: AA — Dy, - p * ¢, must also be introduced into
the expression for the effective axial heat conductivity in the gas—solid
flow system. Vortmeyer and Schaefer followed a different line of ap-
proach and arrived at the corresponding formula:

.. 2
,\a=,\o_|_£1fap—‘hc‘l)_ (17

where ), is the effective heat conductivity in the packed bed with the
gas phase at rest. In order to test the applicability of the method, the
authors calculated the unsteady state problem of heating up a packed bed
of glass beads by means of a hot air flow, and they compared the results
with the exact two-phase calculations. A comparison of the temperature
profiles calculated for warming-up times of 200 and 600 sec is presented
in Figure 7. The profile calculated with the one-phase model coincides
in good approximation with the profile of solids temperature from the
two-phase calculations. The method was extended recently to computing
the steep temperature profiles through moving reaction zones in packed
beds; Vortmeyer and co-workers reported this application of the pseudo-
homogeneous model (32).

Catalyst Screens and Shallow Beds

The investigation of chemical reaction and mass transfer at screen
catalysts, performed with hydrogen peroxide decomposition by Shah and
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Figure 7. Heating-up of a packed bed by hot air flow. Calculation with
one-phase model based on the Taylor dispersion concept for interphase heat
transfer (31).
Roberts (33), seems to be outside the line of this review on pseudo-
homogeneous modelling. Actually, however, it represents a limiting case
of a heterogeneous flow system that is comparable to a shallow packed
bed with one or a few layers of pellets. The objective of the investigation
was to extend the earlier studies of Satterfield and Cortez (34), who
worked in the range of 0.5 < Re < 10, to higher Reynolds numbers (up
to Re = 100). The velocities of the gas flow—nitrogen with 0.3-2%
H,0, vapor—are accordingly high, 1-10 m/sec, and for this reason the
authors neglect the effect of longitudinal diffusion. However, if noticeable
conversion occurs when the gas flow passes a screen—the authors used
single screens and stacks of 3, 4, and 5 screens—there must be appre-
ciable diffusion transversal to flow direction in order to achieve the mass
transfer to the surface of the wires. The penetration depth of the trans-
versal diffusion into the gas stream that passes a mesh of the screen can
be assumed to be of the order of the wire radius.

A similar order is to be expected for the longitudinal backdiffusion.
Actually, the authors reported D,,/u values of < 0.004 cm for the depth of
backmixing under reaction conditions whereas the wire diameters of the
used screens are 0.008-0.035 cm. The effect of longitudinal diffusion on
the mean concentration gradient in the flow direction between the wires
may be estimated therefrom as is shown in Figure 8 by the dotted line.
The driving force is diminished by Ac; at the inlet and by Ac. at the exit
of the mesh.

The authors, on the other hand, assumed plug flow; they evaluated
the measurements by means of the logarithmic mean driving force, and
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correlated the data in analogy with heat transfer to the single infinite
cylinder under cross-flow conditions. With regard to Figure 8, however,
a treatment in analogy with heat transfer to a tube wall under entrance
flow conditions seems more realistic; in fact, this type of modeling was
applied long ago by Wagner (35).

The analogy with entrance flow to a tube is advantageous also be-
cause it is equally applicable to screen catalysts and to shallow packed

Figure 8. Effect o{ longitudinal diffusion on the mean
concentration profile between the wires (gas flow is
from left to right)

beds. Along this line, the transition from a single layer of pellets to several
layers and finally to a packed bed could be investigated both theoretically
and by experiment. Strangely enough, this transition has been given little
attention so far; if one asks why, the answer is usually: because there
was no need for this transition range in chemical reaction engineering.
The situation has changed, however, in recent years; shallow packed
beds of pellets or monoliths became the prototypes of catalytic mufflers
for removal of CO and NO from exhaust gases [Hegedus (36), Szepe
(37)]1. This challenge will surely increase the efforts to fill the gap in
our knowledge about the above-mentioned transition range.
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The Problem of Boundary Conditions for the Fixed Bed Tubular Reactor

Imagine a catalytic fixed bed reactor with a single reaction at steady
state, the catalyst section being sufficiently long to permit application of
the pseudo-homogeneous model for axial dispersion of the fluid flow
between the pellets. The dispersion diminishes the progress of chemical
conversion along the flow path. In case of linear reaction kinetics—
first-order with reference to a key component i—this effect can be
described by a diffusionlike term in the mass balance equation of this
component. The balance per unit volume of fluid between the pellets is

d ; 1 —
e <MRTD %%) — Ed; (uei) + v S Ve =0 (18)

€

with Mgrp as in Equation 11. This balance corresponds to the axial-
dispersed plug-flow model of Levenspiel and Bischoff (38, 39, 40) [see
also Wilhelm (10)]; the neglect of radial variables means that the reac-
tion runs under isothermal or under adiabatic conditions, so no radial
gradients of temperature and of concentration have to be considered.
The boundary conditions are usually taken as those proposed by Danck-
werts (41) and generalized by Wehner and Wilhelm (42):

cw=e®) = (%) (192)

w \dz

dCi
(%>L_ —0 (19b)

where ¢, is the concentration of component i in the feed (at x > — o),
and where 0" refers to a position immediately downstream of the entrance
cross-section of the catalyst bed at x — 0 and L to a position immediately
upstream of the exit at x = L. The condition in Equation 19a accounts
for the effect of longitudinal diffusion that reduces the concentration in
the entrance by the amount:

Ac = ¢y — lim ¢; (0%) (20)

z->0

below the feed concentration ¢,. The condition in Equation 19b results
from the argument that no discontinuity in the gradient should occur at
the exit of the catalyst bed, i.e.

dCi o dC[
dr )i \dz )z
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and (dci/dx)+ = 0 because chemical conversion vanishes downstream
of the exit.

There has been much discussion about these boundary conditions,
especially about Equation 19a. Pearson (43) discussed the apparent
jump in concentration at the entrance, Equation 20. van der Laan (44)
and van Cauwenberghe (45) investigated the applicability of the boun-
dary conditions to unsteady state processes. Bischoff (46) demonstrated
their validity in the case of steady state for any type of reaction kinetics
other than first-order. Two aspects, however, have apparently not been
considered up to now: the nature of the diffusion coefficient D in Equa-
tion 19a and the entrance effects on RTD when a flow enters a packed
bed from an empty tube. These aspects are discussed briefly in the
following sections.

Case I. The reactor tube upstream of the catalyst section may be
filled with inactive pellets of the same size and shape as the catalyst
pellets (e.g. inactive support material). At the entrance to the catalyst
bed, the characteristic pattern of packed bed flow is then fully established.
Hence the dispersion processes are also fully developed, and the value
of Myrp as calculated by Equation 11 can be used in Equation 18 with-
out suspicion. The same is not true, however, for the coeflicient D in
Equation 19a although this coefficient is usually identified with Myprp.
Actually this coefficient represents a diffusion with reference to a plane
fixed in space—the entrance cross-section of the catalyst bed at x = 0—
i.e. a real backmixing process, but no dispersion effects. Therefore only
the backmixing term of Equation 11 must be used in Equation 19a: D =
X * Dm. The depth of penetration of this longitudinal backdiffusion, Ax,
can be estimated as:

%—f=%<% for Re >1 (21a)
where the numerical values were obtained from Figure 6. Hence the pene-
tration depth is only a fraction of pellet diameter even at small Reynolds
numbers, and it diminishes rapidly with increasing flow rate. Likewise
the concentration difference at the entrance, Ac in Equation 20, is only
a fraction of the decrease in concentration along one pellet diameter

_fpe Az (21b)

dc = d,
<E¢>0+ ’ dp l

that diminishes in the same way with increasing flow rate. On the other
hand, the pellet diameter is the smallest distance that can be worked
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with in the pseudo-homogeneous model of a packed bed; the penetra-
tion depth in Equations 21a and 21b therefore has no meaning in this
model. Accordingly, for the case discussed here, the boundary condition
(Equation 19a) can be simplified to

Cot = ¢;(07) = ¢;(0%) (22)

as was proposed earlier by Hulburt (47). This conclusion means that
the mass balance (Equation 18), wherein the axial dispersion is ac-
counted for, must be solved in accordance with the boundary condition
for piston flow (Equation 22) at the entrance to the catalyst bed. For
mathematical reasons, it may be suitable to use the complete condition
(Equation 19a); then only the molecular diffusion must be considered,
ie. D= X' Dm.

Case II. The reactor tube upstream of the catalyst section may be
empty so the flow entering this section at x — 0 enters the packed bed at
the same time. Passage through 3-5 particle layers is needed in order
to develop the twisted pattern of interparticle flow. This entrance zone
contributes more to the broadening of the RTD than other zones down-
stream in the bed; the reason is the acceleration from mean flow rate u,
in the empty tube to u —u,/e ~ 2.5 - u, between the particles, which
results in appreciable differences in the velocity of adjacent volume ele-
ments (before the transversal components of flow with their averaging
effects have developed fully). Actually, the predominant part of this
entrance dispersion process occurs upstream of and in the first particle
layer. Part of the streamlines of the empty tube flow are drawn immedi-
ately into the interstices between the pellets and thereby accelerated;
others are dammed up in front of single pellets and thereby retarded.
Within this entrance zone, higher values for Mgrp should be used in
Equation 18. Alternately, if the constant value from Equation 11 is
taken, the length of the catalyst section must be extended in the calcu-
lations to an effective value Loy — L + AL where AL accounts for the
additional broadening of the RTD by the entrance effects. The value of
AL is expected to be on the order of a few particle diameters (and pro-
portional to d,). As the entrance boundary condition in this case, Equa-
tion 22 should be applied at the position x = —AL. This boundary con-
dition, however, cannot be used at present because the dependence of
AL on flow rate and on reaction kinetics is not known. Elucidation of the
proper relationships is a problem for future research.

Nomenclature

a = interphase area per unit bed volume
c = concentration in fluid phase
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Cp — specific heat of fluid

D,, D, — axial and radial dispersion coefficients

Do = effective diffusion coeflicient

D, = diffusion coefficient in free gas phase

d, = particle diameter

Dy — Taylor dispersion coeflicient

h — heat transfer coefficient

K. = exchange rate coefficient

l — characteristic length

L — length of a packed bed section

M, — radial mixing coefficient

Mgrp = axial distribution coefficient

n, = amount adsorbed (or absorbed) at the pore walls per unit vol-
ume of porous body

Pe = udy/Mgrp = Péclet number

r — pore radius

Re — ud,/v = Reynolds number

RTD = residence time distribution

t = time

u = mean axial flow velocity in packed bed

Uo = mean axial flow velocity in empty tube

Vegr = reaction rate per unit volume of porous support

x = space coordinate in axial direction

Greek

€ — void fraction in packed bed

€ = porosity

A = heat conductivity

A = mixing length

i = stoichiometric number of reaction component i

P = mass density of fluid

o’ = variance of pulse profile

T = mean residence time, mean lifetime

X = labyrinth factor (1/x — tortuosity)

¥ = permeability of porous body
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Industrial Process Models—State of the Art

VERN W. WEEKMAN, JR.
Mobil Research and Development Corp., Research Dept., Paulsboro, N.]J. 08066

Kinetic process models have come of age and are being
used increasingly in process development, design, and
operation. The current state of the art in the building and
use of such reactor process models is reviewed. Few, if any,
complete process models have been published; however,
various incomplete pieces have appeared recently. From
these pieces, it is possible to assess current trends and
problems. Particular attention is given to kinetically lump-
ing complex reaction mixtures along with attendant prob-
lems and benefits. In addition, recent findings on particle
heat and mass transfer effects, fluid bed comparisons, and
two-phase flow-packed bed reactors are reviewed. Finally,
remaining problem areas in the development of process
models are addressed.

rocess models used in the design, operation, and optimization of

industrial reactors are the raison detre of reaction engineering. They
represent its final product and the vehicle by which the body of reaction
engineering theory is applied. In this review, the state of the art of
process models is judged primarily from recently published pieces of
industrial models. The word pieces is appropriate since, to this reviewer’s
knowledge, few if any complete process models have been published.
Typically, a model is published with the rate constants missing, or
without mention of the mixing patterns that occur in the reactor, or with
the chemistry not identified specifically. This is understandable in view
of the usefulness of industrial process models to reactor design and
operation. Complete models will be published eventually, but, since
they were developed only during the last 5-10 years, apparently more
time must pass before any complete, though obsolete, models will be
published. By looking between the lines, however, we can make some
judgments as to the current state of the art. It is also well to keep in

98
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mind that those pieces already published are probably from earlier
versions of the currently used model and that they do not represent the
latest model that is actually being used in the field.

Selected academic contributions, which in this reviewer’s opinion
bear directly on the current state of the art, were included in this review.
With the emphasis on the present state, many valuable academic con-
tributions which may have a large impact on future generations of
models were not included. Most of the reviewed papers were published
within the last three years, most since the last International Reaction
Engineering Symposium in Amsterdam. Finally, at the end of the review,
research areas which could greatly improve the current state of the art
are discussed.

The Compleat Process Model

It is important to remember what the industrially useful process
model should contain. The complete process model (a) accounts for the
effects of the full range of process variables (e.g. pressure, flow rates,
and temperature) on product yields and properties; (b) allows predic-
tion of the effect of a wide range of charge stock composition on product
yields and properties; (c) predicts the effects of catalyst aging and of
changes in catalyst properties on activity and selectivity; (d) encom-
passes the effects of process variables on mixing and on hydrodynamic
phenomena; and (e) has been verified by extensive pilot plant or com-
mercial tests. Product properties are usually the most difficult to quantify
in terms of basic chemical or physical phenomena. For example, the
omnipotent octane number in the petroleum industry is difficult to char-
acterize in a basic sense.

Ideally, the process variables should be linked to the yields and
properties in terms of fundamental physiochemical phenomena. In prac-
tical models it is not always possible to describe each effect in its most
fundamental form, and correlations involving adjustable parameters are
usually required. Basic fundamental relationships for all variables may
be expensive to ascertain, and Prater’s optimum sloppiness principle (1)
must be invoked. This principle is illustrated in Figure 1 where the
fundamentalness of the model is plotted vs. its usefulness and cost. The
fundamentalness parameter has been roughly quantified in terms of the
number of phenomenological laws divided by the number of adjustable
parameters. When this ratio is zero, we have a purely correlative model
whereas, when it is infinite, we have a purely theoretical model which
contains no adjustable coefficients. While the correlative model is cheap,
you get what you pay for, and its extrapolative properties are poor. On
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USEFULNESS

cost

NET VALUE

NUMBER OF PHENOMENOLOGICAL LAWS
NUMBER OF ADJUSTABLE CONSTANTS
INCREASINGLY FUNDAMENTAL——=

Figure 1. Principle of optimum sloppiness

the other hand, a purely theoretical model that explains all phenomena
may give accurate extrapolations but at an exorbitant development cost.
Thus, we see that the net value will probably have an optimum some-
what short of all phenomena being quantified. It is usually best to keep
the model as simple as possible and to add only phenomena which con-
tribute significantly to an understanding of the process variable behavior.

To return to our description of the complete process model, it is
critical that it be able to predict the product distribution from the reac-
tion over the full range of anticipated charge stock composition. Few
industrial processes have single-component feedstocks, and, more often
than not, a complex mixture must be reacted. It is very difficult to treat
the reaction of each species, and by necessity we must lump species
together kinetically. A substantial part of the review is devoted to the
state of the art of kinetic lumping since it is so vital to most process
models.

The next critical attribute of our industrial process model is the
ability to predict the effects of catalyst aging and changes in catalyst
properties on activity and selectivity. Once we know the rate constants
for a given reaction scheme, we have the full power of the many tools
of reaction engineering to aid us in design and operation. Unfortunately,
we have few guidelines for predicting these rate constants from the
properties of the catalyst. As a consequence, enormous sums of money
are spent each year by industry for redetermining kinetic parameters
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after only small changes in catalyst properties that result from either
aging or changes in composition.

Another key part of our process model is the ability to predict the
effect of process variables on mixing and fluid dynamic phenomena. In
this reviewer’s experience, a significant portion of the difficulties encoun-
tered in applying industrial models lies in not fully understanding these
phenomena. Thus changes in temperature or flow rate can, in turn,
change mixing patterns so as to alter the reaction greatly. Finally, our
model should be verified, at the very least in extensive pilot plant work
or, more desirably, in large scale commercial tests. Only by such large
scale testing can we be sure that the model successfully predicts the
scale-up of all the key phenomena. Many times such large scale testing
leads to the discovery of previously unaccounted for phenomena. Indeed,
important discoveries of critical phenomena were made by the failure of
process models in such tests. Prater (2) called this the strategy of fail-
ure; when applied alertly, it can be highly useful in sorting out the
critical behavior of the process reactor.

Lumped Kinetics in Recent Process Models

One of the key problems in describing the kinetics of complex
systems is how to lump the many components so that the resultant
lumped kinetics describe the system behavior adequately. Some of the
earliest theoretical work describing the nature of lumped systems was
by Aris and Gavalas (3) and Aris (4). In a comprehensive treatment,
Wei and Kuo (5, 6) described the errors involved in lumping mono-
molecular systems. As a matter of practicality, most industrial systems
are strongly constrained to lumping those species which can be readily
identified. There is also strong incentive to lump species in terms of
those that are the final products of the process.

Catalytic Reforming. In the area of the catalytic reforming of
petroleum naphthas, Smith (7) was one of the first to present lumped
kinetics. His reaction scheme treated aromatics, naphthenes, and
paraffins as single components. Each lumped species contained many
compounds which were very likely to have different reaction rates. In
spite of this, the kinetics were adequate to describe the overall behavior
of the reformers. Recently Dorokhov et al. (8) also successfully de-
scribed reformer behavior using a modification of this scheme (Figure
2). Unfortunately, this lumping is so coarse that it is sometimes difficult
to describe the important properties of the system (e.g. octane). Here
the distribution of compounds among the paraffins, naphthenes, and aro-
matics becomes important.

This shortcoming was rectified by Kmak (9) who described a
lumped system for reforming that contained 22 lumped species. His basic
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Figure 3. Kinetic model reaction paths

lumping scheme is depicted in Figure 3. While many of the lower
molecular weight species are pure components, by the time one reaches
the seven- and eight-carbon systems many different species are contained
within each lump. Of course, such a system describes the overall chem-
istry and properties much more closely than the Smith model. Kmak
was able to determine some of the rate constants independently although
coupled fitting was required for a significant number of the constants.
Such coupled fittings can distribute errors among the rate constants and
makes hazardous extrapolation to regions not covered by the data. Figure
4 is Kmak’s comparison of the predicted selectivity behavior with the pilot
plant data. Increasing octane number reflects increased severity of
operation and indicates that the model adequately describes the compo-
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sition profiles for a number of individual components. Figure 5 compares
the aromatics prediction with numerous pilot plant data. Kmak also
compared the model with commercial data; again there was a very good
fit.

Kmak’s process model contains a heat balance term which allows
prediction of temperature profiles in the bed. These calculations are
compared with pilot plant data in Figure 6 which reveals that the model
adequately describes the temperature profile through the reactors. Tests
of both the heat and mass balanced equations are important in any
thorough test of the model. Unfortunately, Kmak did not report his
constants; however, one could reconstruct them with sufficient experi-
mental data.

With this type of model, where a large number of rate constants
are being fitted, it is extremely important that as many rate constants as
possible be determined independently from the data. The number of
rate constants which are fitted in a coupled fashion should be minimized
in order to improve the predicting ability of the model, particularly in
the region outside the range of the experimental data.
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Hydrocracking Process Model. Hydrocracking of petroleum frac-
tions is effected in order to reduce the molecular weight of a charge
stock as well as to remove sulfur and other contaminants. The boiling
range is usually considerably higher than with reforming—approximately
221°-482°C (430°-900°F). Because of the more complex molecular
structures present, it is much more difficult to identify as many individual
components as in reformers. As a result, one is forced to lump the indi-
vidual constituents into much larger classes than in reforming.
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Figure 5. Pilot plant data and predictions of aromatic yields (9)

One approach by Stangeland (10) uses small boiling range frac-
tions as the lumped components. In Figure 7 he plots the distribution
of charge stock with boiling range for the discreet components chosen.
Experimental data on the whole charge stock and the disappearance of
the individual fractions were plotted in a first-order fashion (Figure 8).
The rate constants obtained in this fashion were then correlated by the
relationship
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k(T) =k, + A(T®* — T) (1)

where the constants k, and A are adjustable parameters which were
determined from the experimental data. The relationship of A and k, is
depicted in Figure 9. Parameter A changes slightly with charge stock
(Figure 10). Other similar parameters (B and C) used for the selectivity
behavior, change at a greater rate with the paraffin concentration of the
feed.

All the adjustable parameters will, of course, be strong functions of
the particular catalyst used. Stangeland compared his predictions with
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Figure 8. Correlation of first-order rate
constant with model residence time (10)

—
o

k, Relative
Rate Constant
o
w

TBP, °F

Industrial and Engineering Chemistry,
Process Design and Development

Figure 9. Cracking rate func-
tion (10)

data over a wide range of boiling ranges and conversions (Figure 11);
for the particular charge stock and catalyst used, the model gave a
good representation of the pilot plant data. Figure 12 is Stangeland’s
comparison of the model predictions with the jet fuel yields from a
commercial two-stage hydrocracker; again the match between the com-
mercial data and the predictions of the process model is very good.
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Whereas the model is based on a kinetic framework, the correlations of
the rate constants are not based on any fundamental phenomena. For
this reason, considerable caution is required when this model is extrapo-
lated into compositions of charge stock which were not included in the
original experimental program.

Catalytic Cracking Models. The catalytic cracking of petroleum
fractions uses a feedstock which is as complex as that used for hydro-
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Figure 10. The dependence of model pa-
rameters on feed and catalyst type (10)
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Figure 11. Measured and predicted
yields for through hydrocracking (10)
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Figure 12. Predicted and measured ijet

yields from a two-stage hydrocracker show-

ing the effect of conversion levels (10). Solid

symbols indicate data; the jet yield is in

parentheses; contour lines represent model
predictions.

cracking. Weekman and co-workers (11, 12) described the kinetics of
catalytic cracking in terms of the three-lump system diagrammed below.

charge
gasoline — coke + light gases

Here the charge stock is included in one lump with the major products
constituting the other two lumps. Wojciechowski and co-workers (13,
14) also used the same lumping scheme. The two kinetic relation-
ships describing the conversion of the charge stock are given in Equation
2 (Weekman, et al.) and in Equation 3 (Wojciechowski, et al.) for an
isothermal fixed bed reactor.

1

Xy
S n
bttt

(2)

where K, = reaction rate parameter, n — decay parameter (N in Equa-
tion 3), t = catalyst exposure time, and S = space velocity.

Ko _ XA 1 + GAXA 1+w
seran™ —Jo < =R ®
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The key difference in the two approaches is the two additional parame-
ters in Wojciechowski’s equation: G represents an additional decay pa-
rameter, the other a charge stock refractoriness factor (W). While Equa-
tion 3 may give a slightly better fit to experimental data, this is expected
since more fitted parameters are used. When all four parameters are
fitted together, errors may be distributed among the parameters so as to
make extrapolation hazardous.
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Figure 13. Conversions for different
charge stocks (15) (solid line: Equation 7,
rate constants Table IV in Ref. 15)

Weekman and Nace (12) used a moving bed reactor which enabled
them to measure independently the reaction rate and the decay. This
paper also presented kinetic equations which allow prediction of the
gasoline yield. Figure 13 depicts a typical fit of the model to a wide
range of charge stocks. As in the Stangeland model (10), the rate con-
stants are strong functions of both the charge stock and the catalyst.
Figure 14 is an example of correlation of the rate constants in terms of
the aromatic-to-naphthene ratio [Nace et al. (15, 16)]. Surprisingly, all
virgin stocks had a similar correlation whereas materials that had been
reacted previously, either by thermal coking or catalytic cracking, dif-
fered markedly. This is also illustrated in Figure 15 where either the



Published on June 1, 1975 on http://pubs.acs.org | doi: 10.1021/ba-1975-0148.ch005

110 CHEMICAL REACTION ENGINEERING REVIEWS

100 900 °F
70
z -
ox 0 N
2 TN
3z 30 ol
o < o 1%,
oh ™
™S 0
w % 20 )
zZv A %\\
ou Zpc3z |° N
0 N
9% 10 s
v A
7 Zpa37
5 ]
ol 02 03 0507 10 20 30 50 100

AROMATIC TO NAPHTHENE WT RATIO

Industrial and Engineering Chemistry,
Process Design and Development

Figure 14. Relationship between gasoline for-
mation rate constant and aromatic-to-naphthene
ratio (16)
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Figure 15. Plot of log X, vs. log A/N (17).

O, MCGO; O, MCGO + 0.1 wt % quino-

line; and A, FCC fre%ns feed and combined
feeds.

addition of basic nitrogen as quinoline or the addition of recycle material
causes a deviation from the virgin gas oil correlation [Voltz et al. (17)].
Since the virgin gas oils were derived from a variety of petroleum sources,
the correlation indicates similarity in the formation processes of petro-
leum from different areas. Thus the aromatic/naphthene ratio is suffi-
cient to pin down the particular distribution of compounds which gives
a certain lumped cracking rate. Figure 16 shows that the decay velocity
constant also correlates well with the aromatics-to-naphthene ratio.

In the derivation of the kinetic equations, catalyst decay was related
solely to catalyst residence time. However, since Voorhies (18) demon-
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strated that coke formation is strongly dependent on catalyst residence
time, it is not at all surprising that a strong correlation exists (see Figure
17) between the catalyst decay velocity and the coke on catalyst. This
finding contradicts that of Wojciechowski and co-workers (14) when
they used a much smaller range of charge stock composition than that
used by Nace et al. (15). The Voorhies relationship predicts that coke
will be a function only of time on-stream and that it is independent of
such parameters as conversion and space velocity. This relationship im-
plies that the charge stock makes coke at about the same rate as the
products. In Wojciechowski’s recent work, the aromatics were removed
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Figure 16. Relationship between catalyst de-
cay constant and aromatic-to-naphthene ratio
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Figure 17. Decay velocity con-
stant vs. catalyst coke (16)
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MOLECULAR REACTIONS

PARAFFINS C16H34 + Hp — 2CgH18 AH<O0

OLEFINS C16H32 + Hp —= C16H34 AH<O0

NAPHTHENES (:O + Hy — OC4H9 AH<O
AROMATICS + 2Hp ——= AH<0

BOND REACTIONS

SATURATE ¢ BONDS [C-C] +H ————

OLEFIN 7 BONDS [C=C]+Hp — =
AROMATIC 7 BONDS [C=C] + Hp ————=
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Figure 18. Proposed bond reaction schemes (19)

from the charge stock; consequently coking of charge and of reactants
were no longer equal. Under these conditions, a coke profile could be
present in the fixed bed, and this could explain the different findings.
Hydrogenolysis Reactions. Jaffe (19) recently proposed a novel
scheme for lumping hydrogenolysis reactions in order to predict the
overall heat release. He noted that, although the heat released by adding
hydrogen to olefins, aromatics, cracked paraffins, and naphthenes is quite
different, the value within each class is quite similar. In Figure 18 are
Jaffe’s proposed bond reaction schemes involving saturation of ¢ bonds
and olefin = bonds as well as aromatic = bonds. Figure 19 presents the
equivalent kinetic scheme for creating and destroying these bonds. Thus
when an aromatic = bond is saturated, « bonds are created; however,
when paraffins crack and subsequently hydrogenate, ¢ bonds are de-
stroyed. The resulting kinetic equations are listed with the four required
rate constants that were determined by fitting from experimental data.
Of course, any lumping scheme must be accompanied by a tech-
nique to measure the lumps. Figures 20 and 21 demonstrate that the
bond concentrations may be determined directly by standard test pro-
cedures. (Ra and RaS represent the aromatic and saturated rings, re-
spectively.) On determining the rate constants, Jaffe found that one set
was sufficient to describe three fairly divergent charge stocks. In Figure
22 are plotted the aromatic = bond concentrations as predicted and as
observed experimentally. The kinetic scheme adequately describes the
experimental behavior over the three-fold range of concentration.
Hydrogen consumption is also predicted directly by the kinetics;
predicted and observed values over a very wide range of hydrogen
consumption are plotted in Figure 23. This range covers processes from
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Figure 19. Kinetic scheme (19)
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Figure 20. Experimental determination of bond
concentrations (19)

mild hydrotreating and desulfurization up to deep hydrocracking. As in
all the industrial models described so far, these rate constants are
strongly deperident on the nature of the catalyst. Although the rate
constants seem adequate for describing the three different charge stocks,
any large extrapolation beyond these particular stocks could be
hazardous.

Theoretical Analysis of Lumping

One of the first comprehensive theoretical analyses of lumped
systems was by Wei and Kuo (5, 6). For monomolecular systems they
developed a criterion for exact lumpability; that is, they were able to
determine which lumps would describe precisely the behavior of the
underlying unlumped reaction system. In addition, they described the
errors that would result from inexact lumping. Unfortunately, in order
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Figure 21. Experimental determination of bond
concentrations (19)

to utilize the analysis, one must know the underlying system, the avoid-
ance of which is the goal of lumping in the first place. Ozawa (20)
recently extended this earlier work and provided criteria for lumping
that are based on finding a nonvanishing eigenvector. Luss and Hutch-
inson (21) described the behavior of lumped systems of parallel first-
order reactions, and they analyzed the possible errors in such lumped
systems. Golikeri and Luss (22) studied the diffusional problem for
lumped systems of parallel first-order reactions. Figure 24 is the result
of their analysis for spherical catalyst particles where d represents the
dispersion of the lumped system and is the ratio of the variance of the
Thiele modulus for the lumped system to the average Thiele modulus.
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Figure 22. Fit to saturation data (19)
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Figure 23. Fit to H, consumption data (19)
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Figure 24. Mean effectiveness

factor for first-order reactions in-
side a spherical pellet (22)

Thus, for a single component or a system where all rate constants are
identical, d would be equal to zero.

More recently, Golikeri and Luss (23) represented many coupled,
irreversible, consecutive, first-order reactions as a lumped ternary system.
They found that the kinetic parameters as well as the functional form
of the rate expression may depend on the choice of lumps as well as on
the overall feed composition. This demonstrates that one must use great
caution when extrapolating lumped systems to feed compositions outside
those used in the original study. In an even more frightening example
of the problems of lumping, these same authors (24) reported the changes
in apparent activation energy which may occur in systems that contain
parallel nth order reactions. Figure 25 illustrates the effect on activation
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Figure 26. E'—the activation energy
of the grouped species at various tem-
peratures and conversion levels (24)

energy of conversion of the lumped species. If we had chosen 620°K as
our reaction temperature, we would have found little change in activation
energy with conversion and possibly would have been convinced that we
had an excellent lumping scheme. However, had we chosen 460°K, a
large change in activation energy would have occurred with conversion.
Another view of this phenomenon is depicted in Figure 26 where the
activation energy is plotted vs. temperature. Thus, had we chosen a
conversion level of 55% and then varied reaction temperature, we would
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have found an activation energy which gave a classic Arrhenius plot.
However, had we gone to substantially lower or high conversions, we
would have found that the activation energy changed substantially with
temperature. Again, the lesson is quite clear—that extrapolating lumped
systems into regions where data are not available can be extremely
dangerous. Because significant dangers have already been exposed in this
area, additional research work is vital in order to outline further the
pitfalls and the degree of error which occur in lumping complex reaction
systemi.
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Figure 27. Measured internal and ex-
ternal profiles for Pellet 1 with feed tem-
perature of 52°C (25). Profiles as a func-
tion of (a) flow rate for feed composition
of ~10% C H,; (b) feed composition at
high flow, 15 liters/min; and (c) feed
composition at intermediate flow, 10

liters /min.

Experimental Confirmation of Internal Heat and
Mass Transfer Limitation

In an excellent experimental study, Kehoe and Butt (25) used a
carefully instrumented catalyst sphere to study internal heat transfer.
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Figure 28. Predicted and observed

profiles for Pellet 1 (Ty = 26° and

52°C) (25). (a) Typtcal fit to data at

26°C; (b) fit to feed flow change; (c)

fit to feed concentration change; and

(d) fit to anomalous profile at high
reaction rates.

Some of their measurements for the nickel-catalyzed hydrogenation of
benzene are plotted in Figure 27. Not only the internal temperature
rise, but also the temperature rise across the film can be observed. Their
observed profiles agree well with those predicted by theory (Figure 28).
Finally, there was good agreement between their experimentally deter-
mined effectiveness factor and that predicted theortically (Figure 29).

Using a similar technique, Koh and Hughes (26) measured internal
temperature profiles in a catalyst pellet under fresh conditions and with
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a pellet which had been poisoned. The poisoning resulted in a band of
nonactive catalyst near the surface (Figure 30). In this region, the
temperature rises linearly to the active region inside. The reaction
studied was the hydrogenation of ethylene over nickel on silica alumina
catalyst; traces of oxygen acted as the poison.

In another experimental study Wang and Wen (27) tested the un-
reacted shrinking core model where an ash layer provides the controlling
mass transfer resistance. In Figure 31 are plotted their measurements
that were obtained with fire-clay spheres impregnated with carbon. The
unsteady state model appears to give an excellent representation of the
experimental data although the pseudo-steady state version is adequate
except at the extremes of conversion.

Testing of Fluid Bed Models

An experimental investigation of the merits of existing two-phase
fluid bed models was conducted by Shaw et al. (28). Their experimental
system was the hydrogenolysis of normal butane over a nickel-silica
catalyst in an 8-in. diameter fluidized bed pilot plant. The authors
listed the models tested (Figure 32) in order of increasing computer
time which presumably is close to their ranking in terms of complexity.
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Figure 32. Summary of existing two-phase models
(28). B, bubble void; C,k cloud overlap; and W,
wake.

A separate fixed bed reactor was used to determine intrinsic kinetic
rates, and these values were then applied to all models (see Figure 33).
All models, with possibly one exception, gave surprisingly similar pre-
dictions of conversion as well as selectivity. In a healthy display of
candor, the authors then demonstrated that all the models deviated sub-
stantially from the experimental results obtained with their pilot plant.
Rather than calling down a plague on all the models, they found that
one of their rate constants could be adjusted to fit the fluidized bed data.
While this brought the models into line with experimental data, it leaves
one with an uneasy feeling about the scale-up from the fixed bed to the
fluidized bed. Figure 34 is a comparison of the simplest model of
Orcutt et al. (29) with one of the more complex models proposed by
Kato and Wen (30). It is interesting that the more complex bubble
cloud and wake model does not appear to be appreciably more accurate
than the much simpler Orcutt CSTR model. Such work, studying the

Bubble Diameter Dp = 10.
Gas Interchange F, = 11./Dsg
Catalyst Activity 36

Conversion of Selectivities
Models Butane C C; Cs

Orcut et. al.(")

CS.T.R. 53.3 201 10353 | 0.427
P.F.T.R. 55.3 201 10352 | 0.428
CST.R. U, =0 52.2 2.03 {0.356 | 0.421
Partridge & Rowe(®) 55.5 1.96 |0.337 | 0.457
Kato & Wen(®) 51.0 2.00 348 | 0.435
Wake-Bubble Mixed 575 193 |0.329 | 0.471
Asi}lme CO.S.T.R.

Wake-Bubble Mixed 53.7 1.85 (0308 | 0511
Wake-Emulsion Mixed 52.9 I 1.95 0.334 | 0.461
Experimental Results 4838 | 251 [0.302 | 0.332

Canadian Journal of Chemical Engineering
Figure 33. Comparison of various flu-
idized bed models (28)
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Figure 34. Observed vs. predicted conversion—comparison
of the Orcutt model with the Kato and Wen model (28)

effectiveness of various existing models, seems to be a more fruitful
exercise than the proliferation of additional models.

Ammonia Synthesis Kinetics

We have long been accustomed to using computers to solve a model
that describes a particular reaction. Recently Ferraris et al. (31) used a
computer to generate models which could then be tested against the
data. Using the ammonia synthesis reaction, they generated 23 different
models for describing the rate of ammonia formation. Of these rate
expressions, 21 fit the data almost equally well while one was signifi-
cantly better than the others and one was significantly worse. Interest-
ingly, the superior rate expression is one which did not appear previously
in the literature. Since each rate expression represents an entirely dif-
ferent mechanism, it is again abundantly clear that to determine mecha-
nism from the fit of a rate expression is extremely hazardous. Figures
35 and 36 present examples of some of the rate expressions used by the
authors. Since the MSE is the mean squared error with p? a correlation
coefficient and E the average error, the fits for these widely divergent
models are essentially equal. It is also clear that each rate expression
has significantly different extrapolation properties. Thus, even with the
heavily researched ammonia synthesis reaction, we must use care when
extrapolating the rate results beyond the bounds of our measurements.

Transport Reactors

A rather heroic example of a process model is that of a commercial
kiln for the calcination of ammonium aluminum sulfate to aluminum
oxide developed by Manitius et al. (32). Eleven separate species are
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Figure 36. Models for rate expressions (31)

followed in the kiln along with the related heat balance equations.
Figure 37 reveals that the computed gas temperature agrees fairly well
with that measured in the commercial kiln. The outer wall temperature,
however, did not agree quite as well (Figure 38). While the simulation
describes the general shape of the wall temperature, because of the
chokes placed on the wall some flow nonuniformity is obviously occur-
ring. The simulation could be checked more accurately if compositional
data were available at intermediate points in the kiln to verify mass
balance equations. It is always more comforting to check both the heat
and the mass balancing equations independently.

The performance of a riser or transport reactor was studied by
Pratt (33). This is an increasingly important type in which the catalyst
is transported through the reactor by the gaseous reacting system. They
are usually large vertical pipes; hence the name riser reactor. Since they
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are used almost universally in the catalytic cracking of petroleum oils,
they represent the largest of all classes of reactors in terms of throughput.
Pratt characterized their performance in terms of three dimensionless
groups (see Figure 39). The M group is the ratio of particle residence
time to intraparticle diffusion time and thus represents how many diffu-
sion time constants a given particle spends in the reactor. The P group
describes the slip of the catalyst relative to the gas and thus represents a
dimensionless catalyst concentration. ¢ is the familiar Thiele modulus
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Figure 37. Comparison of computed and experimental gas temperature pro-
files, and computed wall and material temperatures for kiln with chokes (32)

which accounts for diffusion within the catalyst particles. Pratt presented
a series of performance charts, one of which is reproduced as Figure 40;
conversion increases with increasing M and also with P. Riser reactors
are particularly attractive for catalyst systems that use a highly active

" yet rapidly decaying catalyst. The main difficulty with such systems is

the flow patterns that are induced by the separate introduction of catalyst
and reactant. The interesting flow patterns that can occur in such reactors
were reported earlier by Saxton and Worley (34). Much more work is
necessary to describe the flow behavior in riser reactors as well as in
those that use a higher catalyst concentration (e.g. the choked risers or
fast fluid beds).
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Figure 38. Process model of a commercial kiln (32). Computed and

experimental outer wall temperature profiles (top); and hypothetical

shape of the material bed (thin layer, fast motion) in the rotary kiln
with chokes (bottom).
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Figure 39. Three dimensionless
groups that characterize the per-
formance of a riser reactor (33)
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Figure 41. Flow regimes ob-
served by Wulfert (36)

Gas—-Liquid Flow in Packed Beds

A thorough review of trickle bed reactors is presented in this volume
by Satterfield (35); therefore, this review will concentrate on flow rates
higher than those used in trickle flow. Beimesch and Kessler (36)
mapped the various regimes of flow observed in past work. In Figure 41,
the major flow regimes are plotted in terms of the liquid and gas loadings
in packed reactors; the pulsing regime is dominant at higher gas and
liquid rates. More recently, Sato et al. (37) published a slightly more
detailed map of observed flow regimes (Figure 42). The primary dif-
ference between the two diagrams is the relabeling of the liquid continu-
ous regime as dispersed bubble flow.
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Of key importance is the transition from the gas continuous to the
pulsing or liquid continuous regime. Such transition can occur when a
laboratory reactor is scaled up to pilot plant or commercial size. As we
increase the length-to-diameter ratio, as is typical with the larger reactors,
the relative liquid and gas loadings increase at constant space velocity.
Thus, whereas the laboratory reactor may be in the gas continuous region,
the pilot plant or commercial reactor may be in the pulsing regime. Un-
fortunately, very few, if any, kinetic studies have been made across this
transitional interface. Earlier work by this reviewer (38) demonstrated
that the heat transfer in the radial direction can change greatly when the
flow changes from the gas continuous to the pulsing regime. This greatly
enhances radial heat transfer and may also imply improved contacting
with significant effects on the kinetics.

Beimesch and Kessler (36) investigated the structure of the pulses;
their proposed pulsing flow model is depicted in Figure 43. Here the
dominant feature is a slug of liquid followed by gas continuous regions.
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Figure 42. Summary of present and published diagrams
for flow pattern boundary (37)
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Figure 43. Proposed pulsing flow
model (36)

They propose a channel of gas near the wall with liquid fingers that
extend between the pulses. The presence of such pulses alters the con-
tacting efficiency of the bed with potentially significantly different mass
transfer effects in the pulses and between the pulses. Kinetic studies in
this regime of flow are vitally needed in order to determine realistic
design criteria.

Summary

While much progress is being made toward solving the problems
faced by the reactor designer, many areas require further research work.
This reviewer will not attempt to make an exhaustive summary of these
areas but rather will identify those which in his opinion are particularly
ripe.

Probably the greatest problem facing those who apply the principles
of reaction kinetics to industrial reactors is the fact that all the rate
constants are strong functions of the particular catalyst used. Thus
small changes in catalyst composition, or changes induced in the catalyst
by the aging process, necessitate re-identification of all the rate constants
that were used in the kinetic model. At the present time, very few
empirical correlations exist to guide the designer in predicting the
effect of changes in catalyst properties on the resultant kinetic rate
constants. We have not yet even developed our J-factor analogy in this
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area. Solution of this problem requires very close cooperation between
those involved in reaction engineering and those involved in surface
chemistry. Any theories, correlations, or even guidelines in this area
will be very valuable since the greatest research expenditure in the
process industry today is probably for the repeat experimental work that
is necessitated by changes in catalyst properties.

Important progress has been made in studies of lumped reaction
systems; they have revealed primarily some of the possible pitfalls when
such lumped systems are used. The major problem is to identify the
best lumps to choose before one has analyzed the system exhaustively.
Suitable guidelines can greatly reduce the amount of experimental work
required in determining the lumpability of complex systems. Such work
will, of course, be closely connected with the analytical procedures
required to identify the correct lumps in the reacting mixtures. Without
such guidelines, experimental programs to re-analyze the rate constant
behavior of each new feedstock would be extremely expensive.

Th greatest difficulty encountered in scaling up reactors to com-
mercial size is probably that in predicting the flow patterns in the large
scale reactor. Unusual flow patterns may be induced in large fluid bed
reactors by reactor internals while riser reactors may have uneven
catalyst-reactant profiles that are caused by initial mixing phenomena.
In between the velocities of the riser and the fluid bed, the fast fluidized
bed or choked riser reactors may exhibit complex flow behavior in both
the catalyst and the reactant phases. As was described earlier, the flow
patterns in fixed bed reactors undergoing two-phase flow may be exceed-
ingly complex. The transition from one flow regime to another may
cause significant changes in reactor performance. Such fluid dynamic
and mixing behavior may, in fact, dominate the behavior of the scaled-up
industrial reactor.

It is also well to keep in mind that, unless rate constants are deter-
mined under essentially gradientless conditions in the laboratory, they
may be contaminated with mixing, heat and mass transfer, or fluid
dynamic effects present in the laboratory reactor. It is very unlikely
that such effects will scale up properly to the commercial design. Some
recent reviews addressed this problem of designing laboratory reactors to
determine industrial rate constants (39, 40). In the area of mass transfer
limitations, the presence of liquid in the catalyst pores may complicate
reaction behavior, particularly if noncondensable gases are produced by
the reaction. Study of two-phase flow in catalyst pores is an area in
which little research work has been done.

Finally, it is vitally important that industry release more well docu-
mented reactor performance data. Such data can serve to test existing
theories and possibly highlight new important research areas. It is very



Published on June 1, 1975 on http://pubs.acs.org | doi: 10.1021/ba-1975-0148.ch005

130

CHEMICAL REACTION ENGINEERING REVIEWS

important, however, that the data be well documented since the interpre-
tation of commercial data can be quite hazardous because of noise or
changes in certain key parameters which were not controlled. Data on
obsolete processes could be published since the competitive edge has
been lost, yet the data can still be important for providing tests of
theory or clarifying reactor performance phenomena.
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The Role of Chemical Reaction Engineering
in Coal Gasification

HERMAN F. FELDMANN
Battelle, Columbus Laboratories, 505 King Ave., Columbus, Ohio 43201

The stoichiometry and the unit operations required to con-
vert coal to a clean gaseous fuel are briefly described. The
most important reactions occurring in this conversion are
pyrolysis, hydrogasification, and steam gasification. Gross
physical transformations occurring during these reactions
are discussed as well as what appears to be a reasonable
qualitative basis for the development of reaction rate equa-
tions describing each step. Rate equations developed by
various workers are described, and the physical bases for
these equations are discussed. Further experimental work
should focus on establishing more accurately what is occur-
ring in the complex system than on generating additional
reaction rate equations. Gasifier designs proposed to opti-
mize the complex overall gasification system are described.
Since most of these reactor systems use relatively complex
gas—solid flow circuits, recommendations are made for
increased experimental and analytical studies to simplify the
design and operational control of these reactor systems.

Coal can react with steam, carbon dioxide, or hydrogen to produce

gaseous products that can be used either directly for fuel or for
synthesizing a variety of other chemical compounds. This conversion
involves the three main reactions listed below:

C + H,O0 2 CO + H; (Gasification) (1)
C + CO; 22C0 (Gasification) (2)
C + 2H, £ CH, (Hydrogasification) 3)

132
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In addition, there are two gas phase reactions important at gasifica-
tion conditions—the so-called water—gas shift reaction (Reaction 4) and
the methanation reaction (Reaction 5):

CO + H: O =2CO0; + H; 4)
CO + 3H, = CH, + H,0O (5)

The reverse of Reaction 5 is called methane—steam reforming and is
undesirable when methane is the desired product.

Thus, one can start with a carbonaceous solid such as coal, and after
gasification and hydrogasification one ends with CH,, CO, and H, rather
than a dirty solid. The CO and H, may react together further to form
additional paraffinic hydrocarbons ranging from methane to gasoline and
waxes as well as alcohols, olefins, and in short, almost any compound
that can be formed from petroleum as well as a synthetic natural gas
(SNG). The ability of gasification to transform the carbon in coal to
compounds that can supplement our dwindling supplies of petroleum
and natural gas combined with a domestic supply of coal that can satisfy
our energy needs for hundreds of years has given the development of
coal gasification technology an extremely high national priority.

The greatest emphasis in the U.S. is to gasify coal to produce the
following primary gaseous products:
(1) Substitute natural gas (SNG) to supplement rapidly diminishing

natural gas. Heating value of SNG will vary from about 900 to 980
Btu/SCF.

(2) Synthesis gas, which consists mainly of CO and H, with some
CH,, has a heating value of about 300 to 500 Btu/SCF depending on the
methane concentration. Syngas can be utilized in utility boilers in place
of natural gas or for synthesizing a variety of chemicals ranging from
paraffinic waxes to gasoline, olefins, and alcohols.

(3) Producer gas which has a heating value of about 100 to 150
Btu/SCF because of the nitrogen diluent introduced by using air as a
gasifying agent. This gas could be used in utility or industrial boilers.

If economic technologies to produce the above products from coal
can be developed, the United States will be able to bring its energy con-
sumption patterns more in proportion to its reserves of coal, oil, and
natural gas. For example, in 1972 petroleum supplied about 46% of all
domestic energy requirements followed by natural gas (32% ), bituminous
coal (17% ), hydropower (4% ), nuclear (0.8% ), and anthracite (0.2% ).
To supply this energy demand pattern, the United States, formerly a fuel
exporter, had to rely ever increasingly on imported fuels. In 1972, for
example, we imported about 12.5% of our fuel which represented a 24.5%
increase over 1971.
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Generic Process Descriptions

In this section we briefly and broadly discuss the integrated unit
operations necessary to convert coal to gas. Detailed process descriptions
are available from many sources. [Excellent sources are the Office of
Coal Research reports, preprints of the ACS Division of Fuel Chemistry,
and the Proceedings of the AGA/OCR Synthetic Pipeline Gas Symposia. ]
Therefore, only a generic description of each process type is given to
point out the differences in basic types of processes and to show how the
gasification operation relates to the other unit operations necessary to
produce the final product.

SNG and Synthesis Gas. A typical process to produce SNG from
coal is shown in Figure 1. The first major processing step is pretreatment
to prevent coal swelling and agglomeration which would cause plugging
and shutdown of the gasification reaction system. This step is necessary
only for Eastern caking coals and can be eliminated for Western sub-
bituminous coal and lignite. Pretreatment is simply the partial oxidation
of the volatile constituents of the coal which would otherwise cause it to
soften, swell, and stick. Removal of this volatile matter is economically
and technically undesirable because its loss reduces coal reactivity and
methane yield and increases oxygen consumption. Pretreatment is

PRETREATMENT
GAS
COAL COAL GAS
— - PRET:?:.::MENT =]  GASIFICATION  |—3= PURIFICATION
SYSTEM SYSTEM
REMOVAL OF
CO,. H,S, DUST, TAR
STEAM OXYGEN OR HEAT
ASH
METHANATION
CO+3H2->CH4+H20

AND
WATER REMOVAL

l

PIPELINE GAS

Figure 1. Simplified flow diagram for producing pipeline gas from coal
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avoided in the Bureau of Mines Hydrane Process and Bituminous Coal
Research’s Bi-Gas Process by utilizing dilute phase reactors.

After pretreatment the coal goes to the (hydro)gasification reactor
system which is the heart of the process. In the reactor system, which
can be quite complex, stoichiometric Reactions 1 through 4 occur except
that coal or char is the solid reactant instead of carbon which greatly
increases the kinetic and thermodynamic complexity. [Char is defined
as the solid carbonaceous product arising from the thermal treatment of
coal.] An additional, extremely important reaction occurs, the so-called
pyrolysis or devolatilization reaction.

Coal + heat — gases (CH,, CO, CO., Hy, H,0) + tar + char (6)

Gasification reactor systems used for SNG production all contain two
basic elements or zones. In the first zone the incoming coal first passes
an environment in which conditions are controlled as nearly as possible
to maximize the yield of methane by Reaction 3, the hydrogasification
reactions, and Reaction 6, the devolatilization reaction. To maximize
methane production, favored at elevated pressure, and to avoid com-
pressing the gas for the pipeline, the optimum pressure is on the order of
1000 psig (69 atm). Hydrogasification temperatures range from 1200° to
1800°F (650°-980°C). At temperatures much higher than 1800°F, meth-
ane begins to decompose. The hydrogen for hydrogasification is produced
in the second zone from the so-called gasification reactions (Reactions 1
and 2), and the water gas shift reaction (Reaction 4). Gasification reac-
tions are not especially sensitive to pressure but require temperatures
higher than that required for optimal methane formation. Typical tem-
perature ranges are from 1800°F (980°C) up to 2800°F (1540°C) for
slagging gasification. For this reason the reactor must be separated into
zones. The heat for the highly endothermic gasification reactions occur-
ring in the second zone is provided by one of the following means:

(a) Burning part of the carbon with oxygen, which is the technique
that is most technically advanced.

(b) Burning part of the carbon with air to provide heat to an inter-
mediate heat transfer agent such as agglomerated ash (I) or calcined
dolomite (2). These intermediate heat transfer techniques allow the
combustion heat to be transferred to the gasification system without
diluting the synthesis gas with nitrogen from the air. There is a large
economic potential in such systems because they allow nitrogen-free
synthesis gas to be generated without an expensive oxygen plant. The
technical problem with such a system is the requirement to circulate a
large amount of the heat transfer agent to satisfy the endothermic heat
requirements of the gasification reaction at the high temperatures re-
quired to achieve reasonable gasification rates.

(c) In the IGT steam—iron process (3) a producer gas is generated
which is used to reduce iron oxides. The reduced iron—iron oxide then
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Figure 2. Effect of temperature and reactor type on hydrogasification
rate (data courtesy Pittsburgh Energy Research Center—ERDA)

reacts with steam to produce a hydrogen—steam mixture for the hydrogasi-
fication of coal to a methane-rich gas.

Because the conditions for producing methane are not suitable for
generating synthesis gas and vice-versa, most reactor systems for produc-
ing SNG are, as we shall see, rather complex.

If the gasification system is intended to produce synthesis gas rather
than methane, considerable reactor simplifications may be made. For
example, a single-zone pressurized entrained gasifier can be utilized
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instead of the multi-zoned reactor systems necessary to maximize methane
production in the reactor system. Since methane can be synthesized from
synthesis gas by the well-known methanation reaction, a logical question
is: why use the more complex reactor systems needed to maximize direct
production of methane from coal?

The answer is that the direct formation of methane results in im-
proved thermal efficiency (4, 5, 6). In addition, other process simplifica-
tions (7) result from maximizing the fraction of methane produced by
hydrogasification that can substantially lower costs for the production
of SNG (5). However, the reliability of the more complex reactor sys-
tems has not yet been established. Therefore, before the “best” system
can be selected, reactors of at least pilot-plant scale must be operated for
sufficiently long times to allow reliability to be accurately established.

Some other criteria that are important in selecting the “best” reactor
system for either the production of synthesis gas or SNG will be:

(a) The ability of the reactor system to handle a wide range of coal
article sizes. For example, continuous mining machinery produces a
arge fraction of coal too Ene for the conventional Lurgi (8) moving bed

reactor system, though experiments are in progress at Westfield, Scotland
to modify the Lurgi to handle finer coal (9, 10).

(b) The ability to handle highly caking Eastern U.S. coals without
pretreatment.

(c) The ability to be scaled up large enough to minimize the number
of reactor trains required for a commercial SNG plant. For example, if
the Lurgi system is used, about 30 reactors will be necessary for a plant
producing 250 million SCF/day of pipeline quality gas.

Gas Purification. The hot raw gas from the gasification system
contains the following components in amounts that depend on the specific

kind of gasification system used:

CH, H.S

CO COS
H, NH;
CO. dust
H.0 tar

Basic steps in purifying the gas include:

(1) Cooling the gases and the removal of dust and tar.

(2) Water—gas shift (CO + H,0= CO; + H,) to adjust the H,/CO
ratio to the value desired for the purticular synthesis job required. For
example, if CH, is the desired product, the H,/CO ratio would be ad-
justed to slightly over 3; if, on the other hand, hydrogen were the desired
product, the shift reaction would be carried to completion.

(3) Removal of acid gases, H,S, COS, and CO,. Several commercial

processes are available for removal of these constituents from the cleaned
coal gas.
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(4) Methanation (Reaction 5) or other synthesis reactions to pro-
duce a variety of hydrocarbon products from CO and Ho.

For the most part commercial technology is available for performing
the above purification steps.

Low-Btu Gas (Producer Gas). If the combustion of carbon with
air rather than oxygen directly provides the heat for the carbon—steam
reaction, the gaseous product will contain nitrogen in addition to the
species previously listed as being in the oxygen blown gasification systems.
Ordinarily the nitrogen content of low-Btu gas is approximately 50%,
and the heating value will vary from about 100 to 150 Btu/SCF.

Since the manufacture of synthesis gas does not require oxygen, it
will be in most cases cheaper on a Btu basis than synthesis gas. However,
if much downstream treatment, such as cooling and purification, is neces-
sary, increased capital and operating costs caused by the necessity of
handling greater volumes of nitrogen-diluted gas can quickly negate
the savings gained by the elimination of an oxygen plant, especially for
large installations.

Figure 3. Char sections after hydrogasification, X48 (cour-
tesy Pittsburgh Energy Research Center—ERDA)

Also, because of its low volumetric heating value, low-Btu gas cannot
be transmitted very far. Thus, its major uses are expected to be for on-site
utilization for certain industrial applications as a substitute for natural
gas, or as a fuel for either conventional utility plants or combined cycle
power plants,

There are two major advantages in converting coal to low-Btu gas for
combustion purposes rather than burning the coal directly and removing
the sulfur by stack gas scrubbing: (1) the combustion of gas eliminates
or greatly reduces particulate emissions; and (2) in low-Btu gas the sulfur
is present mainly as H,S which can be removed using available H,S
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Figure 4. Char particles after dilute-phase hydrogasification (cour-
tesy Pittsburgh Energy Research Center—ERDA)

removal technology, converting the coal sulfur to high-grade elemental
sulfur rather than the sulfate sludge product of stack gas scrubbing.

In principle, any gasification system used to produce synthesis gas
or SNG can also be used to produce low-Btu gas by simply substituting
air for oxygen. [In practice there are exceptions to this statement. For
example, certain slagging bed gasification systems such as the Koppers-
Totzek gasifier require such high gasification temperatures for smooth
operation that substitution of air for oxygen necessitates extremely high
air preheat temperatures.]

Gasification Reaction Rates

The coal or coal char analogs of Reactions 1, 2, and 3 are the reac-
tions of greatest importance in the design and optimization of coal gasifi-
cation systems. Before discussing gasification kinetics, it is important to
recognize two important properties of coal/coal-char reactions:

(1) The reactions of coal char with hydrogen, steam, and carbon
dioxide are irreversible. For example, the reaction:

coal + H; — char + CH,

cannot be reversed to allow coal to be formed from char and methane.
This means that the very handy concept of equilibrium approach cannot
be correctly used in analyzing coal reactions.
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(2) The reaction rates of coal are highly dependent not only on the
type of coal but unfortunately on the environmental history of the coal
particle in the reactor. Thus, such things as heatup rate and the gaseous
atmosphere and its change with time greatly influence coal reaction rates.
This means that in kinetic studies one must pay great attention to the
conditions anticipated to exist in the scaled-up reactor.

Because of the great variation of coal reaction rates with both coal
type and particle history, this section does not cover this topic exhaus-
tively. Rather, a sampling of reaction models is presented, and the chemi-
cal and physical transformations occurring during gasification and hydro-
gasification are discussed.

Coal-Hydrogen Reactions. The greatest single effort in coal gasifica-
tion is directed at the production of methane, and the reactions of greatest
importance in the production of methane are the devolatilization or
pyrolysis reaction

coal — char + CH, + CO + H, + tar

and the hydrogasification reaction

coal + zH, — CH, + char,

where x depends on the type of coal, the hydrogen partial pressure, and
the degree of carbon conversion.

Before discussing reaction models in any detail, it is worthwhile to
describe the generally accepted transformations that occur while coal is
heated up to reaction temperature ( ~ 1000°F). If an Eastern bituminous
coal is used, the coal will start to soften at about 500°F (260°C), and at
about 750°F (400°C) the evolution of volatile matter begins (11). [Vola-
tile matter is defined as the amount of material that is volatized during
heatup of the coal particle. It consists of mostly tar vapors, CH4, CO, Hs,
and bound water.] The vapors released by the thermal decomposition
of coal cause the particle to swell and finally to assume an open porous
structure after the particle solidifies (see Figure 3). The resolidification
occurs as a result of the conversion of liquid-forming materials into gases,
vapors, and solids. The amount of porosity depends upon many factors,
especially the

type of coal

heating rate

gaseous environment

pressure

physical constraints against expansion such as reactor
walls or other particles.

An explanation for the fact that the rate of carbon hydrogasification
(12) and pyrolysis (11) increase with increasing heatup rate is that the
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volatized species escape the particle and mix with the hydrogen at a
higher rate and thereby decrease the amount of recombination that occurs
in the particle.

In most reaction systems of commercial interest the particle heatup
rate to the temperatures required for the above transformation is ex-
tremely high, occurring in fractions of a second. Therefore, the history
of a coal particle during a time period lasting less than a second has a
great effect on its subsequent reactivity in the reactor.

The chemical transformations that occur during this period are
probably more important than the physical transformations. During this
time of softening, swelling, and devolatilization, bonds within the coal
molecule are breaking, resulting in the formation of radicals which makes
the coal extremely reactive. The reactive species formed can either react
together to form highly condensed and thereby unreactive tars or solid
residual carbon, or they can react with hydrogen to form hydrocarbon
gases, lighter aromatics, or solid reactive species that are in turn further
hydrogasified to hydrocarbon gases. The solid carbon structure formed
by the condensed radicals can be hydrogenated further but at a much
lower rate than either the volatile matter or the reactive solid carbona-
ceous material,

TableI. High-Btu Gas Processes

Process Developer Sponsor
Bi-Gas Bituminous Coal Research AGA/OCR
Hy-Gas Institute of Gas Technology AGA/OCR
CO; Acceptor Conoco Coal Development Corp. AGA/OCR
Battelle/Union Carbide Battelle Institute
Agglomerating Gasifier
Synthane U.S. Bureau of Mines U.S. Bureau
of Mines
Hydrane U.S. Bureau of Mines U.S. Bureau
of Mines

The above picture may be summarized by assuming that the carbon
in the coal is distributed into the following phases each having a different
reactivity with hydrogen:

(1) The most reactive carbon which is quickly (almost instantane-
ously) converted to methane. This carbon is contained in aliphatic
chains bridging the aromatic groups in the coal. The conversion of this
carbon is probably limited by heat transfer.

(2) Carbon that is associated with reactive solids which are prob-
ably formed by the reaction of radicals with hydrogen. Though this carbon
reacts with hydrogen at a slower rate than does the carbon in the aliphatic
chains, its half-life is still only on the order of seconds.

(3) Residual carbon formed by the condensation of radicals and
which reacts with hydrogen with a half-life ranging from minutes to hours.
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Figure 5. Lurgi pressure gasifier

Although they may differ in the manner in which the mathematical
forms for the rate equations are developed, most of the reaction models
proposed for the reaction of coal or char with hydrogen to form methane
are based on the above assumptions.

The fraction of total carbon in the coal that can be assigned to each
of the above three categories depends on the conditions that the coal
particle sees upon entering the reactor. For example, Mosely and Patter-
son (13) achieved complete conversion with residence times on the order
of 1 sec or less when hydrogen partial pressures approached 1000 atm.
Feldmann et al. (14) with data generated by Hitshue et al. (15) deter-
mined that the fraction of Phase 1 and Phase 2 carbon is determined by
temperature and hydrogen partial pressure with the amount of Phase 1
and Phase 2 carbon increasing with increasing temperature and hydrogen
partial pressure. The physical interpretation of this behavior is that as
temperature increases, more bonds are broken, which means smaller
fragments more amenable to gasification if they combine with hydrogen
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rather than recondensing. The increased hydrogen partial pressure maxi-
mizes the fraction of these thermally formed fragments that ultimately
end up as gas.

As the above discussion indicates, coal is a chameleon-like substance
that undergoes transformations in both chemical and physical properties
that greatly affect its reactivity. Despite this complexity several models
describing its reaction with hydrogen have been proposed that adequately
describe the data.

For example, Johnson (16) assumed that the carbon conversion can
be described by the following three rate regimes: (1) devolatilization,
(2) rapid rate methane formation, and (3) low-rate gasification. Since
devolatilization occurs nearly instantaneously, only the‘second two re-
gimes can be described by rate equations. For the rapid rate methane
formation period Johnson developed the following equation:

Tr exp (aX?)dX
‘/; o gyn = 0092 faPu,
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Figure 6. Winkler gasifier (courtesy Battelle Institute)
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Figure 7. Wellman-Galusha fuel gas generator (courtesy Battelle
Institute)

where Pg, = hydrogen partial pressure in atmospheres; fr — relative
reactivity factor which depends on the particular type of coal or char
used; «=a kinetic parameter that depends on gas composition and
pressure.

Carbon conversion is integrated from 0 to Xz because the conversion
is written in terms of “base” carbon defined as

“base’” carbon = total carbon — volatile carbon

Johnson suggests utilization of this equation above 1500°F (816°C). The
differential form of the equation is given by:

dX/dt = frkr(1—X)*? exp (—aX?)

where (1 — X)%2 represents a surface area term and ( —aX?) represents
the decay in reactivity experienced as the carbon conversion increases.
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The rate constant, kr, is in turn a complex function of reactant partial
pressures and equilibrium constants (calculated on the basis of a carbon
activity = 1) of the hydrogenation reaction expressed by stoichiometric
Expression 3. Johnson uses this same basic equation, with appropriately
modified constants, for the gasification of char with steam.

Zielke and Gorin (17, 18) recommend the following equations to
correlate the reaction of char with steam-hydrogen mixtures:

Rrotal = AP Rcu, = DP™

where Rrotar is the total specific carbon conversion rate and Rcg, is the
rate of methane formation; P is the total system pressure and A, D, n, and
m are empirical functions of carbon conversion and the steam/hydrogen
ratio. The rate of carbon—steam reaction is calculated as Rr — Rca,.
They also provide correlations showing apparent energies of activation
(ranging from 40 to 75 kcal) with which to adjust the rate equations for
temperature.
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Figure 8. Koppers-Totzek gasifier

Zahradnik and Glenn (19) start the development of their hydrogasi-
fication rate equation with the following simplified reaction scheme:
coal + H; — C** + CH, + (other gases)
R,
C** —_ C*

B
C** + Hy —— CH,
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where C** is an active intermediate; C* is inactive char formed by
polymerization of active intermediate forms of carbon. By assuming that
the net conversion rate of active carbon is given by:

dC**/dt = kypu, A** — k,C*™

where A** is the area associated with the active intermediate and k; and
k. are the rate constants for activation and deactivation. It was then
assumed that the A** term is proportional to (C**)%3 That is, the
methane formation rate from the active carbon occurs at the shrinking
surface surrounding the active species.

From this beginning the final equation relating methane yield to
system parameters is

Ibs carbon in CH,4
Ibs C in original coal

methane yield = b1 + bpu,/(1 + bspwu,)

where by, bs, and b; are constants determined by experimental measure-
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Figure 9. Commercial hydrane reactor. Ca-
pacity: 125 million SCF pipeline gas.
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Figure 10. IGT pilot plant hydrogasification reactor section

ments. The constant b, is an Arrhenius function of temperature. This
model was based on data generated in both integral and differential
reactors. '

Feldmann and co-workers (7, 14, 20) found a simple rate model
adequate to correlate data from an integral dilute-phase reactor system
using raw coal. The model assumes that the hydrogasification reaction
proceeds throughout the particle and that a certain fraction of the carbon
becomes converted into a form that is unreactive towards hydrogen. The
equation which describes the rate of methane generation is:

dz/dt = kpu, (1 — 2z — Ci/Co)

where x — the carbon conversion to methane; k — the rate constant for
methane formation; pg, — the hydrogen partial pressure; and Ci/Co =
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Figure 11. CO, acceptor process (courtesy
American Gas Association)

the fraction of the original carbon that is deactivated. Over the range of
carbon conversions achieved (20-50% ) it appeared that the formation
of unreactive carbon was negligible and Ci/Co — 0. The constants were
calculated from integral free-fall dilute phase reactor data by the inte-
grating rate equation as follows:

f; dz/(1 — z — Ci/Co) = kpu, L/Ux

where E — the fraction of carbon that is “instantaneously” converted to
methane; L — the reactor length, and Uy — the average terminal velocity
of the particles in the free-fall reactor.

Previous measurements (14) indicated that the gas is essentially
backmixed in the reactor, thereby allowing a constant value to be
assumed for the hydrogen partial pressure over the length of the reactor.

During these investigations k depended quite heavily on the type of
reactor system used. For example, it was decided to use a differential bed
reactor to generate lower temperature data than could be obtained in the
pilot plant. Preliminary results from the differential reactor are compared
with those measured in the integral free-fall dilute phase reactor in
Figure 2. Itis felt that the difference is caused either by the lower heatup
rate in the differential reactor compared with the dilute phase reactor or
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Figure 12. Union Carbide /Battelle agglomerating bed gasifier

the physical constraints on particle expansion in the differential reactor.

The porous nature of the char produced by the hydrogasification of
raw coal is shown in Figure 3. This photomicrograph also indicates that
the assumption of a shrinking core type model is probably not physically
realistic. The softening and expansion of bituminous coal into porous
spheres is shown in Figure 4. The agglomeration noted is caused by the
particles colliding together while still in the sticky state.

Thus, we see that from a very similar physical concept various rate
equations have been developed, all of which provide adequate fits to the
experimental data at hand, and, with modification of appropriate con-
stants, they can be extended to fit other data as well. Ordinarily, the
number of experiments necessary to determine the constants for one of
the models presented may be sufficient to develop an alternate rate model
utilizable for process design.

Char-Steam Reaction (C 4+ H,O = CO + H,). This reaction is
extremely important in determining the economics of gasification because
it is endothermic, and (as previously discussed) the heat is usually sup-
plied by combusting part of the carbon with oxygen. Also, the cost of
oxygen constitutes one of the major costs of both synthesis gas and SNG.
Many investigators have, over the years, studied the carbon—steam reac-
tion and have proposed various mechanisms to explain their results. An
excellent survey, discussion, and attempt to provide a unified picture of
the system is given by Von Fredersdorff and Elliott (21).

Much of the work done to elucidate reaction mechanisms for the
carbon—steam system utilized highly graphitic forms of carbon or pure
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chars such as that prepared from coconut shells. Unfortunately, it has
not been possible to apply the resulting models to systems using coal
and/or coal chars without a substantial number of experiments to define
the constants used in the rate equations. Therefore, as in hydrogasifica-
tion, there seems to be no safe way of avoiding direct experimental
measurements utilizing the particular coal or char of interest. The result-
ing data may be correlated using a number of different reaction models.
Some of these models are tabulated below.

Von Fredersdorff and Elliott (21) as well as many others recommend
an equation of the Langmuir-Hinshelwood type

Te = kpﬂzo/(l + apH, + pr20)

to correlate carbon—steam reaction rate data. For example, this approach
has been used successfully to correlate data on coal chars arising from
lignite (22).

Wen and co-workers (23) in correlating data from a continuous flow
reactor system consisting of coal char, steam, and hydrogen used a model
bearing more physical resemblance to the models described previously
for the coal-hydrogen system. That is, they assumed that the char con-
sisted of two carbon phases, each having different reactivities toward
steam. The more reactive first phase carbon in the char reacts at a rate

iven b
glven by re = k (f = 2)
Crushed i/\l
Coal Cyclone Synthesis
k) Gas
Lock
Hopper

Gasifier
600-1000psi

Dense Fluidized

Dilute

Oxygen ———— Fluidized Char Recycle
Bed
1750-1850°;
Steam
Oxygen

Figure 13. U.S. Bureau of Mines Synthane coal gasification
process (courtesy Pittsburgh Energy Research Center—ERDA)
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Figure 14. Bi-Gas reactor (courtesy American
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where x is the carbon conversion and f is the fraction of first phase carbon
in the coal or char feed. Thus, according to this model the gasification of
this carbon is independent of steam partial pressure and is not retarded
by hydrogen. Wen et al. (23) assume that the reaction of the second
phase or less reactive carbon is diffusion controlled and recommend the
rate expression
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Tey = (1/Dp)[Kguo (1 — f) (Puso — P*Hy0)]

where (Kg)g,o is the effective mass transfer coefficient for steam, D, the
particle diameter and p*m,0 the steam partial pressure in equilibrium
with the gases surrounding the particle.

In Ref. 23 Wen and co-workers also present a model for coal hydro-
gasification that assumes two carbon phases, each having a different
reactivity.

As mentioned, Johnson (16) uses the same basic rate equation to
correlate the char—steam reaction as the carbon-hydrogen reaction with
the constant, k, given by a different expression of temperature and gas
properties. That all the above rate expressions allow the data to be ade-
quately fitted is inevitable because of the number of constants at one’s
disposal. In gasification like hydrogasification the history of the char has
an appreciable effect on its subsequent reactivity, and it is therefore
necessary to conduct experiments to characterize the particular char of
interest. In spite of the many efforts over the past years to develop gasi-
fication models, there is no a priori way of selecting constants to be used
with any of the reaction models. Also, because of the complexity of the
system, it seems that efforts to develop universally applicable kinetic
models for design may be fruitless. Instead of developing additional
kinetic models, further efforts ought to be increasing our qualitative
understanding of what occurs during gasification and hydrogasification.
For example, we have seen that in spite of the irreversibility of the
reaction: coal 4+ A(gas — char 4+ B(gas), many of the kinetic models
successfully utilize approach to equilibrium arguments to correlate their
data. We have also seen that, in spite of photomicrographs that indicate
that char particles are extremely porous, shrinking core analogies have
been utilized to develop rate equations that also allow the satisfactory
correlation of data. Perhaps future hydrogasification rate studies should
be placed in the following categories:

(a) Process design reaction rate models where the objective is to
develop rate equations suitable for specific design purposes. To be suit-
able the data for such models should be generated at conditions simulating
as closely as possible those that will be anticipated in the particular
reactor system under design.

(b) Models that elucidate the physical phenomena occuring during
hydrogasification. The emphasis in this work should be at increasing
the understanding of what goes on rather than on the generation of
mathematical rate models although the rates at which such transforma-
tions occur are important. One area needing such understanding is
behavior of methane at gasification conditions. It is well known that the
production of methane, the desired end product for SNG, is not favored
at conditions optimal for gasification. Is this caused by (a) suppression
of methane generation from coal or char at gasification conditions,
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(b) steam reforming of methane, (c) carbon deposition catalyzed by
char via the reaction: CHy— C 4 2H;, or (d) combustion of methane
with oxygen arising from high gas mixing rates?

Other areas of interest and importance would be

(a) steam decomposition by water—gas shift (CO + H,O — CO: +
H;) u;'. steam decomposition by carbon—steam reaction (C + H,O — CO
+ Hs).

(b) more chemical and physical characterizations of char properties
and their change with increasing carbon conversion.

(¢) role of heatup rate in determining reactivity towards steam and
hydrogen.

(d) reactivitﬁ of char carbon with steam at high carbon conversion
levels. Many of the quantitative studies of the char—steam reaction were
made of carbon conversion levels below 80%. Knowledge of the above
factors should allow concepts for optimizing carbon and oxygen utiliza-
tion—i.e., maximum carbon conversion at minimum oxygen consumption
to be developed.

(e) determination of intermediates in converting coal to methane.

(f) estimation of heat effects accompanying hydrogasification.

Knowledge of the above phenomena could lead to the design of more
thermally efficient gasifiers.

Reactor Design. Almost every conceivable type of solids—gas con-
tacting scheme is used in hydrogasification reactor systems, often in
combination (Table I). For example, among high-Btu gas processes
currently under development, the Hy-Gas Process uses a combination of
fluid beds as well as an entrained reactor; the Bi-Gas Process utilizes an
entrained reactor together with a slagging bed reactor system; the
Battelle/Union Carbide Agglomerating Bed Gasifier utilizes a unique
agglomerating type of fluid bed together with a two-stage non-agglomer-
ating (dry) fluid bed; Consol’s CO; Acceptor Process consists of two dry
fluid beds very similar to the Battelle/Union Carbide reactor system; the
Hydrane Process uses dilute solids phase free-fall reactors together with
a fluid bed; and, finally, the Synthane Process requires a fluid bed and
free-fall reaction zone. There are also four commercial systems that
could be used to produce synthesis or high-Btu gas. Two of these
proecsses—the Lurgi and the Wellman-Galusha gasifiers—use moving
beds; the Winkler system uses a fluidized bed, and the Koppers-Totzek
is an entrained reactor. All of these commercial reactors are single-
staged, and only one, the Lurgi, is designed for operation at elevated
pressure.

The primary reasons for the increased complexity of the reactor
systems currently under development, compared with the aforementioned
commercial systems, are to increase the fraction of methane produced by
the hydrogasification, to reduce (or eliminate) oxygen consumption, and
in the case of the Bi-Gas and Hydrane processes to allow the use of raw
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coal without pretreatment. Schematic representations of these reactor
systems are shown in Figures 5 through 14. One of the major problems
in operating the more sophisticated second generation hydrogasifica-
tion systems now being developed will be the control of gas and solids
flow at the high pressures and temperatures necessary for gasification and
hydrogasification. Requirements to design such reactors and to control
their operation will be:
(1) increased attention to the modeling of solids—gas flow circuits

(2) expanding the data and technology base for the design and con-
trol of such systems

(3) development of ways to predict gas mixing between reactor
zones.

For example, the practical importance of the above topics in reactor
design was recently demonstrated by Zahradnik and Grace (24) who
showed that the injection of coal into the upper stage of the Bi-Gas
reactor resulted in gas mixing patterns that caused methane to recirculate
to the hot zone where it was reformed by steam. This greatly reduced
the direct methane yield which has a deleterious effect on process eco-
nomics. A simple change in the coal injection nozzle eliminated the prob-
lem ‘and allowed increased methane yields. However, if gas mixing pat-
terns in the reactor were not examined, this problem would not have
been isolated, and the lower methane yields would have been accepted.

The specific references given in the Literature Cited section will
provide additional information on coal gasification technology. The excel-
lent comprehensive bibliography compiled by Ruby Mathison (25) is
particularly recommended.
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States in Chemically Reacting Systems—
A Review
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Attention to the topics of multiplicity, stability and sensi-
tivity of states in chemical reactors and catalyst particles has
stemmed principally from publications by Van Heerden,
Amundson, and Aris in the 1950’s. These and subsequent
studies through the 1960’s were mainly theoretical in nature,
dealing primarily with problems involving a single exo-
thermic reaction. More recently, experimental research has
borne out some of the theory, but most of the distributed
models used in mathematical work have not been put to
careful experimental tests. A parallel literature in other
fields of application, including biology, combustion and
electrochemistry, has developed, introducing a variety of
problems and broadening considerably the scope of this
subject area. This review surveys the literature on these
topics with particular emphasis on the chemical engineering
literature.

The essential topics of this review are the multiplicity (or unique-

ness) of steady states of open chemically reacting systems, the
stability of states to small and large perturbations, and the sensitivity of
them to parameter or input changes. The topics have their principal
application in the design, startup, and control of the various types of
continuous-flow chemical reactors encountered in the chemical and petro-
leum industries. Other areas of application, including combustion, bi-
ology, and electrochemistry, certainly are not new; in fact, some of them
have earlier roots than do reactor applications in the published literature.

156
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Common usage of the words multiplicity, stability, and sensitivity in
the literature and throughout this paper is according to the following
definitions. The multiplicity of steady states is the number of different
sets of state variables at which the time rate of change of all state
variables is identically zero for a fixed set of conditions or parameters.
Gavalas (1) has shown that one should expect the multiplicity to be an
odd number for reacting systems providing the chemical kinetic expres-
sions satisfy some rather liberal restrictions. These states are described
by the word steady only to signify that the time rate of change of state
variables at such states is zero—not to signify stability. A steady state is
stable if perturbations within an arbitrarily small neighborhood surround-
ing the state die away to zero. If even the smallest such perturbations
grow, the steady state is unstable. In keeping with the usual vernacular,
stability so defined should properly be termed local asymptotic stability,
to distinguish it from other types such as global stability, which implies
stability to an arbitrarily large disturbance. Sensitivity is somewhat less
precisely defined. It describes a general situation in which small perma-
nent changes in a parameter have a large effect on the steady state. Sensi-
tivity may or may not be connected with steady-state multiplicity and
instabilities.

The intent in this review is to portray as much as possible the many
physicochemical situations and the variety of intriguing behavioral char-
acteristics which have been described in the literature. The major thrust
is toward chemical reactor applications, but a final section on other appli-
cations is included. Most of the papers on chemical reactors have focused
either on the continuous-flow, well-stirred reactor (CSTR), on a single
catalyst particle, or on tubular or fixed-bed reactors. Papers of a very
general nature have been rare. Accordingly, separate sections are devoted
to each of these three subjects. The fourth section contains a more general
discussion of the effects of mixing and mathematical modeling. An at-
tempt is made at appropriate places to put the papers to be presented in
Session VII of the symposium volume (ApvaNces IN CHEMISTRY SERIES
No. 133) in perspective.

Review papers from previous symposia, particularly the one by Ray
(2), fill some of the gaps in the present review. In addition, books
devoted to this subject by Gavalas (1) and Perlmutter (3) and a volume
edited by Oppelt and Wicke (4) are good general references. Two
additional books by Aris (5) and Denn (6), both of which emphasize
these topics, will soon be available.

As an estimate, the number of literature references to papers on
multiplicity and stability in chemical reactors contained in this review
amounts to about 40% of those published in this area of application
through the past two decades. The percentage cited in other areas of
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application is much smaller. Certainly, some important contributions,
particularly those in the Russian literature, are missed in this review.

The CSTR

In addition to its practical role as an important and common type of
industrial reactor, the CSTR, or more generally, the ideally mixed open
reacting system, has been the cornerstone for this area of research. The
necessary mathematical theorems and methods of analysis are standard;
laboratory studies are relatively simple to conduct, and the results are
easily interpreted. Consequently, our knowledge and understanding of
CSTR behavior probably set the upper bound on our capabilities for
exploring and understanding the behavior of other open reacting systems
and suggest the questions one normally poses when investigating more
complex distributed reaction models. [I am adhering to the usual con-
vention and jargon according to which “distributed models” is taken to
mean those which account for spatial variations of one or more of the
dependent variables—as in most models of porous catalyst particles and
tubular reactors. In “lumped models,” such as the CSTR problem, no
spatial dependence is considered.] In fact, it is tempting to conjecture
that the qualitative features of the behavior of distributed systems may all
be easily expected by analogy to CSTR behavior, the lure basically being
the fact that the mathematical description for most distributed models
reduces to that of a CSTR as dispersion parameters become large. Those
findings that disprove this conjecture are of the greatest interest in studies
of distributed systems and usually can be termed surprising. Therefore,
any newcomer to this field is advised to acquaint himself fully with the
status of knowledge regarding CSTR behavior before embarking on new
problems.

The Classic Theoretical Problem of a Single Exothermic Reaction.
The classic CSTR problem, introduced in papers by Van Heerden (7, 8),
Bilous and Amundson (9), and Aris and Amundson (10) involves a single
homogeneous exothermic reaction occurring in a well-stirred, continu-
ously-fed reactor. [The paper by Van Heerden in 1953 was not actually
the first to treat multiplicity and instabilities in chemical reactors, but no
paper before it had made a significant impact by 1953. Publications by
Liljenroth (11) and Wagner (12) are among those which preceded it.]
The facts that (1) so simple a system can exhibit multiple steady states,
unstable states ,and sustained oscillatory outputs and that (2) the meth-
ods of Liapunov and Poincaré are well-suited for investigating the sta-
bility and transient characteristics of such processes were brought out in
these early publications. These same characteristics were studied in
numerous subsequent theoretical papers covering most of the conceivable
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variations of the classic problem and giving rise to a lengthy literature
culminating in recent publications by Poore (13) and Uppal, Ray, and
Poore (14).

For first-order Arrhenius kinetics, the material and energy balances
for the classic problem take the dimensionless form of Equations 1 and 2.

dCf _ _ l
70 =1- Cs — Da Ct exXp I:’y <1 tf)] (1)
dis

Ld—e=1—t;+ﬁDac;exp['y(1—tl‘)jl—a(tf—ta) @)

[In the equations presented throughout this paper, I have incorporated
first-order Arrhenius kinetics with a single chemical reaction for purposes
of discussion and illustration. The vast majority of theoretical models
have used this form; other kinetic descriptions require obvious and
straightforward modifications.]

These equations are expressed in terms of six parameter groups L, Da, v,
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Figure 1. Steady-state and stability results for dikﬁerent regions in param-
eter space for a CSTR with first-order Arrhenius kinetics; L, y, and t, are
fixed (14)
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Figure 2. Classes of [Jhase plots for the dziﬁerent cases indicated in
Figure 1. The symbol u designates unstable steady states; s, stable
steady states; slc, stable limit cycles; and ulc, unstable limit cycles (14).

B, a, and t,. Poore (13) and Uppal et al. (14) established regions in the
B, 1 4+ « parameter plane (for fixed values of L, , and ¢,) as shown in
the center portion of Figure 1 by obtaining conditions for the multiplicity
of steady-state solutions, for their stability and for the existence, and
stability of periodic orbits (sustained osicillatory states—limit cycles).
All of this information is summarized in Figure 1, which is intended to
show only qualitative features. [In copying figures from the literature, I
have changed notation and labeling from that in the original reference
to be consistent with the discussion and symbols throughout this review.]
The sketches of steady-state conversion vs. Damkohler number, which
surround the central figure, typify the behavior within the various re-
gions—I, II, IIla, IIIb, etc. The curves bifurcating from the solid and
dashed portions of the steady-state curves indicate the amplitudes of
limit cycles; those marked by dots represent stable orbits and those by
the symbol X, unstable ones. Nine different sections of the steady state
curves, each distinguished from any of the others by the multiplicity and
stability of steady states and the existence of one or more limit cycles,
can be identified. These sections are designated A, B, . . . , H, and J on
on the abcissas of the steady-state plots in Figure 1. For each of these
sections there is a characteristic phase portrait in the conversion—tem-
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perature plane. Sketches of these are shown in Figure 2. If, for example,
the parameters 8 and « (again for fixed values of other parameter groups)
corresponded to a point in region IIIb of the central sketch in Figure 1,
the behavioral features of that reactor are characterized by the sketch in
Figure 1d. Phase portraits of type A, B, C, and F are possible, depending
on the particular value of the Damkohler number. As the Damkohler
number is decreased from large values, the branch of high conversion
states is stable through section A and bifurcates to a limit cycle in section
B. The limit cycle persists through section F, even though two other
states—one a stable low-conversion state, the other a saddle point—
emerge in the pase plane. Finally, the limit cycle disappears as it inter-
feres with separatrices in the phase plane (at the right end of section C),
and eventually only low conversion states at low values of Da are possible.

A sufficient condition for uniqueness of a steady state is that the point
corresponding to given values of 8 and « lie below Curve M in the central
sketch of Figure 1. All steady states for any point below Curve M satisfy
the so-called slope condition for stability or static condition, as it was
termed by Gilles and Hofmann (15). (This is the condition that the de-
terminant of the coefficient matrix in linearized transient equations be
positive or that the slope of the heat removal curve exceed that of the heat
generation curve at the steady state.) For any point above Curve M,
multiple states will exist over some range of Da. Stability of all steady
states can be assured if and only if the point in the 8, 1 4 « plane lies
below both Curves M and S—i.e., in Region 1. In fact, it can be shown
that steady states for such cases are globally stable. All steady states for
points below Curve S satisfy the condition that the trace of the coefficient
matrix be negative—called the dynamic condition by Gilles and Hofmann
(15). It can be shown that only Regions I and II are accessible in the
special case of an adiabatic reactor (i.e., a = 0).

It is not feasible to elaborate here on the abundant additional infor-
mation contained in Figures 1 and 2. The paper by Uppal et al. contains a
much more extensive discussion of reactor behavior for the different cases
and of the methods of construction of Figure 1. It also includes numerical
examples and simulations to add quantitative fidelity to the sketches
shown here.

The work of Poore and Uppal et al. mainly serves to tie together all
of the prior fragmentary information reported on this classic problem.
Most of the separate features which they describe have been studied.
The work of Van Heerden (7, 8) made it clear that either one or three
steady states exist, depending on parameter values, and that the inter-
mediate states are unstable. Subsequent studies (10, 15, 16) demonstrated
that states other than the intermediate state could be unstable in non-
adiabatic systems, and the phase diagrams of Aris and Amundson (10)
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showed that both stable and unstable limit cycles might be expected.
Schmitz and Amundson (16) showed that all three steady states could be
unstable, but the following facts established by Uppal et al. apparently
have not been expressed in previous studies of CSTR behavior and were
not generally appreciated by workers in this area. (1) For parameter
values corresponding to points above Curve S in Figure 1, except for
those in Region IIb, limit cycles will always exist over some range of
values of the Damkohler number; (2) the stability of the limit cycles
near the point of bifurcation can be determined by an algebraic criterion;
(3) limit cycles may disappear as the Damkohler number is changed by
(a) shrinking to zero amplitude (as, for example, in moving along the
steady-state curve from Section B to Section A in Figures 1d, le, 1f, 1i,
and 1h as stable limit cycles shrink to a stable state, or in moving from
Section H to Section C in Figure lc as unstable limit cycles shrink to an
unstable steady state), (b) coalescence of stable and unstable limit cycles
(as in moving from Region D to Region A in Figures 1f and 1g—generally
referred to as “hard” bifurcations), and (c) interference of a limit cycle
with a separatrix (as in moving from section H to section E in Figure 1c).

At least two other papers (17, 18) have presented an extensive analy-
sis of this classic CSTR problem in parameter space. Neither is as ex-
haustive (particularly in the treatment of the appearance and disappear-
ance of periodic orbits) as the publication by Uppal et al. Othmer (19)
recently presented a similar analysis of a simplified kinetic model of the
isothermal Belousov-Zhabotinskii reaction—an autocatalytic system in
which malonic acid is oxidized isothermally by bromate in the presence
of a metal ion. (Other works which focused on this fascinating reaction
are cited later.) Also, the diagrams and analyses similar to those used by
Uppal et al. can easily be constructed for other two-variable problems.
With quite different kinetic expressions, new qualitative features could
be introduced. For example, Uppal et al. mentioned the possibility of a
greater number of limit cycles existing for a given set of parameters, but
they found no evidence of these in their computations for first-order
Arrhenius kinetics. Othmer (19) predicted the appearance of three limit
cycles in a phase plane, two of which were unstable orbits around stable
steady states and the third a stable orbit surrounding all three steady
states. No simulations for such a case were given.

The exact construction of the phase diagrams shown in Figure 2 and
the quantitative determination of the amplitudes of limit cycles (indicated
schematically by the dots and X’s in Figure 1) still require digital or
analog computer solutions of the nonlinear Equations 1 and 2. Applica-
tions of the direct method of Liapunov to establish regions of asymptotic
stability in the phase plane have consistently resulted in very conservative
estimates, as well illustrated in a recent paper by Shastry and Fan (20).
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Other references to such studies and a description of methods of con-
structing Liapunov functions may be found in the book by Perlmutter
(3). Methods of obtaining the exact regions of asymptotic stability by
computing that separatrix (by backward numerical integration) in the
phase plane which passes through the saddle point have been described
(10, 15) and are relatively easy to apply.

A number of papers have been devoted to methods of approximating
the limit cycles in the phase plane (see, for example, Refs. 21, 22, 23).
Heberling et al. (21) compared the various approximate solutions with
those generated by numerical solution, including unstable limit cycles
which were rendered stable by reversing the direction of time in the
numerical integration. Much of the work on the computation of limit
cycles has been motivated by the fact [first pointed out by Douglas and
Rippin (24)] that the time-average performance given by an oscillatory
output may be better than that of the steady state about which the output
oscillates. Taking all experiences into account, most researchers in this
field would probably recommend straightforward numerical or analog
simulations using the nonlinear system equations to study the large scale
transient effects for a given situation. [The periodic operation of chemi-
cal reactors caused by the deliberate manipulation (cycling) of one or
more parameters to improve reactor performance is not within the scope
of this review. A recent review by Bailey (25) covers this subject
extensively.]

Further Theoretical Work. Among variations of or departures from
the classic problem have been theoretical studies of systems involving
more than one phase, more than one reaction, reactors in series, and
others. Generally the features studied in these works are similar to those
described above, but when the complexity of the system equations is
increased (particularly as a result of an increase in the order of the sys-
tem—i.e., in the number of dependent variables), the multiplicity of
steady states is often increased. Schmitz and Amundson (16) showed,
for example, that a single exothermic reaction may give rise to as many
as nine steady states when it occurs in both phases of a system with two
fluid phases and with transfer resistances between the phases. In a similar
situation involving multiphase polymerization, Goldstein and Amundson
(26) encountered as many as 25 different steady states. (In connection
with multiphase CSTR systems, there have been a few theoretical studies
of steady-state multiplicity and stability in two-phase (27) and three-
phase (28) models of fluidized-bed reactors with the dense phase per-
fectly mixed and of a perfectly mixed spray reactor (29), all for exo-
thermic processes. )

A systematic analysis of two sequential reactions A— B — C, both
exothermic, in a single-phase CSTR has been reported by Hlavacek, Kubi-
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cek, and Visnak (30); they showed that five steady states are possible,
as are sustained oscillatory outputs for a nonadiabatic situation. The
structure of the three-dimensional phase space for this system was calcu-
lated by Sabo and Dranoff (31), whose work also included the estimation
of regions of asymptotic stability by application of Liapunov’s direct
method.

In a theoretical study which accompanied experimental work, Grazi-
ani et al. (32) analyzed the Belousov-Zhabotinskii reaction using a kinetic
scheme very similar to the 10-reaction model of Field, Koros, and Noyes
(33). The results, shown in Figure 3, predict “hard” oscillatory bifurca-
tions (that is, the elimination of stable limit cycles by coalescence with
unstable ones).

Many publications have focused on the problem of automatic con-
trol, specifically the possibility of stabilizing an inherently unstable state
by a feedback control scheme. Some of the very early papers considered
this problem (10, 34, 35, 36). More recently, stabilizing control has been
considered by Demo et al. (37), who analyzed the possibility of stabiliz-
ing an unstable state by manipulating the stirring speed in a nonadiabatic
reactor; by Hyun and Aris (38), who examined the effects of hysteresis
in the feedback loop; and by Luyben (39), in a study of the effect of the
reaction velocity constant on reactor stability.

Interest in the multiplicity and stability of steady states in isothermal
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Figure 3. Predicted behavior for the Belousov-Zhabotin-
skii reaction in a CSTR at 25°C. Solid curves represent
stable states; dashed sections, unstable states. Dots repre-
sent the amplitudes of stable limit cycles (amplitudes not
shown to scale) and X’s, amplitudes of unstable ones (32).
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systems has increased notably in recent years. Two studies of the Belou-
sov-Zhabotinskii reaction have already been cited. In addition, Higgins
(40) discussed various isothermal kinetic models indicating multiplicity
of states and oscillatory behavior in many cases. His paper was aimed at
biological reaction mechanisms, as were others (see, for example, Refs.
41, 42, 43). Further discussion of multiplicity and stability in biology is
included later. Matsuura and Kato (44) presented a theoretical study
showing multiple states in an isothermal CSTR, basing their kinetic model
on the autocatalytic oxidation of isopropyl alcohol. Knorr and O’Driscoll
(45) pointed out that viscosity effects on the termination of the polymeri-
zation of styrene gives the appearance of autocatalycity and causes mul-
tiple steady states.

Future work in this area will probably be addressed more and more
toward complicated systems of reactions. Hopefully this will lead to some
means of categorizing or classifying reaction systems so that only the typi-
cal behavior of each class need be elucidated. Single reactions seem to be
appropriately divided into two classes: (1) those for which chemical rates
increase with an increase in the extent of reaction over some range of the
extent (accelerating reactions) and (2) those for which rates monotoni-
cally decrease with increasing extent (decelerating reactions). To the
former class belong exothermic and autocatalytic reactions as examples
and to the latter, endothermic and isothermal mass-action reactions.
Barring the possibility of some very unusual physical effects, a sufficient
condition for the unique condition and stability of steady-state solutions
is that the reaction belong to the decelerating class. Another important
distinction between the two classes is that the progress of accelerating
reactions may be favored by backmixing while decelerating reactions are
best done under segregated or plug-flow conditions. There does not seem
to be a useful analogy in terms of accelerating or decelerating systems of
reactions, and the task of defining easily identifiable classifications appears
formidable. Recent work by Horn (46), Horn and Jackson (47), and
Feinberg and Horn (48) represents a step toward such a goal. Reaction
mechanisms considered in those studies were isothermal systems which
obey mass-action kinetics. The principal notions involved were those of
weak reversibility and deficiency of a mechanism. The essential result
of interest here is a theorem which states that a sufficient condition for a
mass-action mechanism to have a unique and globally stable steady state
in an open, perfectly mixed system is that it have a deficiency of zero
and be weakly reversible. Both the deficiency and weak reversibility can
be readily determined from the reaction mechanism and are independent
of the reaction velocity constants. The proof involves an elegant mathe-
matical structure essentially aimed at establishing conditions under which
the nature of steady and transient states in an open reacting system is the
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same as that dictated by thermodynamic laws for closed systems near
equilibrium. Fortunately for most interested readers the general results
have been applied in a manner most easily appreciated in the last of the
above three references as well as in three other papers by Horn (49). The
results seem to be useful for models in which the system is open as a
consequence of assuming that certain components are present in ficti-
tiously constant concentration—an assumption commonly invoked in bio-
logical applications. However, this author’s limited testing of the theorem
with continuous flow reaction models suggests that it is quite conservative
in its present form. Certainly variations and modifications of this approach
as well as entirely different approaches will be forthcoming.
Experimental Studies. Though long delayed in time from the theo-
retical work of Van Heerden and others, a number of papers presenting
experimental data on steady-state multiplicity and stability in the CSTR
have appeared, mostly within the past three or four years. [For purposes
of organization here, papers which include experimental data are referred
to in separate subsections. Most of them also contain some contribution
to or discussion of an underlying theory.] Table I gives a list of the
above-mentioned papers along with a brief description of each system
studied and the observations reported. [To my knowledge, the lists of
experimental reactor studies given in tables in this review are complete.
However, the bold claim of no omissions is not made and most likely
would not be correct.] The list contains studies of single-phase systems
(liquid and gas), of two-phase systems (emulsion polymerization, gas—
liquid and gas—solid), of exothermic, and of isothermal processes. [The
gas-solid cases represent solid-catalyzed reactions. These experiments
used a recirculation reactor (or recycle or loop reactor) which approaches

Table I. Experimental Studies of Steady-State Multiplicity,
Instabilities, and Control in Well-Mixed Reactors”

Reference Ezxperimental System o m ¢
1. Hofmann, Decomposition of H;O: in liquid phase x
1965 (50) in nonadiabatic CSTR
2. Hafke and Gilles, Liquid phase oxidation of ethyl alcohol  x
1968 (51) by H:0; in nonadiabatic CSTR

3. Hugo, 1968 (52) Decomposition of N;0 on copper oxide x
catalyst in adiabatic circulating re-
actor
4, Bush, 1969 (63) Vapor phase chlorination of methyl x
chloride in nonadiabatic CSTR
5. Furusawaetal., Hydration of propylene oxide in liquid X
1969 (64) phase in adiabatic CSTR
6. Baccaro et al., Hydrolysis of acetyl chloride in liquid x
1970 (55) phase in nonadiabatic CSTR
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Table I. Continued
Reference Ezxperimental System om ¢
7. Hugo, 1970 (566) Exothermic decomposition of N.O on
copper oxide catalyst and isothermal
oxidation of CO on platinum catalyst
in circulating reactor

8. Vejtasa and Liquid phase reaction between Na,S,03 X
Schmitz, and H,;0; in adiabatic CSTR
1970 (57)
9. Gerrens et al., Emulsion polymerization of styrene in X
1971 (568) three-stage series of isothermal
CSTR’s (three stable states observed)
10. Horak et al., Liquid phase autocatalytic reaction of X
1971 (59) bistrichlormethyl trisulfide with ani-

line in one- and two-stage isothermal
CSTR system

11. Hancock and Chlorination of methyl alcohol in iso-  x
Kenny, thermal gas-liquid system
1972 (60)

12. Horak and Hydrogen—oxygen reaction on platinum  x x
Jiracek, catalyst in adiabatic recirculating re-
1972 (61) actor

13. Hugo and Isothermal oxidation of carbon mon- x x
Jakubith, oxide on platinum catalyst in recircu-
1972 (62) lating reactor

14. Lo and Cholette, Liquid phase reaction between NasS:03 X
1972 (63) and H,0, in series of adiabatic CSTR’s

15. Dubil and Gaube, Oxo reaction in a nonadiabatic reactor x
1973 (64) modeled as a CSTR

16. Eckert, Hlava-  Oxidation of CO on CuO/Al:O; catalyst x x
cek, and Marek, in adiabatic circulating reactor

1973 (65)

17. Eckert et al., Oxidation of CO on CuO/Al;O; catalyst x x
1973 (66) in adiabatic circulating reactor

18. Graziani et al.,  Liquid phase Belousov-Zhabotinskii re-  x
1973 (32) action in isothermal CSTR

19. Marek, Liquid phase Belousov-Zhabotinskii re-  x
1973 (67) action in isothermal CSTR

20. Chang and Liquid phase reaction between Na,S8,0s x x x
Schmitz, and H,0; in nonadiabatic CSTR
1974 (68)

21. Ding, Sharma,  Chlorination of n-decane in gas-liquid b
and Luss, mixture in nonadiabatic CSTR
1974 (69)

22. Guha and Agnew, Liquid phase reaction between Na,S:03 X
1974 (70) and H,0, in adiabatic CSTR

23. Weiss and John, Liquid phase formaldehyde condensa- X
1974 (71) tion to carbohydrates is isothermal

CSTR

2 Column headings: o stands for sustained oscillations, m for steady-state multi-
licity, and ¢ for feedback control of unstable states; z in the columns indicates the
ehavior observed.
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CSTR behavior at high recirculation rates. For purposes of mathematical
analysis, they are frequently described by the usual CSTR equations.]
Both sustained oscillatory behavior and hysteresis effects resulting from
multiple steady states have been studied, bearing out some of the theo-
retical results. Generally in the studies of steady-state multiplicity, two
stable states were obtained. Exceptions were reported by Horak et al.
(59), in which two CSTR’s in series resulted in three stable states; by
Horak and Jiracek (61), in which the high-conversion state as well as
the intermediate state was unstable—a situation resembling type C of
Figures 1 and 2; and in a study of the isothermal solid catalyzed oxidation
of carbon monoxide by Hugo and Jakubith (62), in which sustained
oscillations were observed around high conversion states, resembling
situations of type F. In all other studies, only situations of types A, B,
and E have been reported.

The data shown in Figure 4 are typical of the results of experiments
by Graziani et al. (32) with the Belousov-Zhabotinskii reaction. The
experimental conditions include the range over which both stable and
unstable limit cycles were predicted according to the theoretical curve in
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Figure 4. Experimental results showing the

readings from a platinum electrode immersed

in a CSTR (volume 25 ml) for the Belousov-
Zhabotinskii reaction at 25°C (32)
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Figure 3. The data suggest that the oscillations are hard since they do
not appear to shrink to zero amplitude at the end of the oscillatory
region, and hence that situations of type D exist; however, extensive
experimental testing did not establish this conclusively.

60 |
50 -
5
g aof
(4 —
3
g 30
[
a R
§
= 20|
(]
§ -
n -
> 10 Theoretical
3 B — Steady States
» of u Region of Unstable States for L=0
Experimental
A Stable

@® Unstable (Controlled)

U N N N SN U U U W W
30 40 50 60 70 80

Residence Time (sec)

Chemical Engineering Science

Figure 5. Experimental results of Chang and

Schmitz (68) showing unique unstable (controlled)

states for the thiosulfate—peroxide reaction in a
nonadiabatic CSTR

Chang and-Schmitz (68) used a simple feedback control scheme in
a nonadiabatic system to stabilize unstable states—i.e., to eliminate the
limit cycles in cases of sustained oscillations and to stabilize the inter-
mediate states (saddle points) in the regions of multiple steady states—
in an experimental analog of the early theoretical studies by Aris and
Amundson (10). Figures 5, 6, and 7 illustrate some experimental obser-
vations of Chang and Schmitz and show some comparisons with theo-
retical predictions for the second-order reaction between sodium thio-
sulfate and hydrogen peroxide. Except for the automatic control aspect,
these observations resemble those described in many of the other entries
in Table I. Steady states on the range of residence times shown in
Figure 5 are unique, but over a portion of that residence time range they
are predicted to be unstable. The unstable states were obtained experi-
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mentally by a conventional proportional-integral feedback controller used
as shown schematically in Figure 5.

Chang and Schmitz used two different reactors which differed only
in their wall thickness—that is, in the effective value of L in Equation 2.
For the data shown in Figure 5, L was estimated to be about 1.02. For
the other reactor L was ca. 1.1—large enough to cause all of the steady
states in Figure 5 to be stable without feedback control.

Figure 6 shows an experimental limit cycle for the uncontrolled
reactor on the phase plane and the course of the transient following the
initiation of feedback control action. [The phase plane shows the tem-
perature vs. its time derivative as opposed to the usual temperature—
concentration plots. Transient concentrations were not measured in these
experiments.] Figure 7 presents theoretical and experimental results for
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Figure 6. Sustained oscilla-
tions and the effect of feedback
control with the thiosulfate—
peroxide reaction in a CSTR.
. In the lower diagram, Curve
(1) represents the limit cycle,
and the dashed curve starting
at (2) shows the trajectory fol-
lowing the initiation of feed-
back control (68).
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conditions under which multiple steady states exist. The experimental
points for the intermediate states were again obtained by stabilizing
feedback control. Both the high and low temperature states in Figure 5
were inherently stable.

In those cases for which comparisons were made, agreement between
theoretical predictions and experimental results have been generally satis-
factory, at least in a qualitative sense. An accurate description of the
chemical kinetics is undoubtedly the limiting factor in this regard in
almost any situation. A good example is the work of Hugo and Jakubith
(62) on the oscillatory behavior in the solid-catalyzed oxidation of carbon
monoxide. Other papers, though not reporting expeimental data, have
closely linked their analysis to actual reaction systems or at least used
real kinetic data (36, 44, 45,72, 73,74, 75,76, 77, 78). Limited space does
not permit a description or listing of the various topics covered in these
papers.

The Catalyst Particle Problem

Mathematical Models and Theoretical Studies. The starting point
for most theoretical studies of chemical reaction with thermal effects in
porous catalyst particles has been the following system of dimensionless
diffusion equations, written here for first-order Arrhenius kinetics:

dcs _ [8%s a dce\ _ 1
30 = (ax2 + ax> @%Cs exp [7 (1 ‘):I 3)

Oy _ (0%, | a Ot , _ 1
Le o5 = (a.ﬁ + 3 ax> + B'¢°c. exp [7 (l t.)] )

where

1 cylindrical
2  spherical

{ 0 for slab geometry
a =

with boundary conditions:

dcs _ Ots _ .
z = 0: 2z~ 9z = 0 (for symmetric profiles) 5)
T Uy
x = . Cg = Cf Sh 9z
(6)
A U |
: ! Nu oz



Published on June 1, 1975 on http://pubs.acs.org | doi: 10.1021/ba-1975-0148.ch007

172 CHEMICAL REACTION ENGINEERING REVIEWS

1 T T T I 1 I i
V.
60 - -
|
O 50 4
[ Theoretical
5 Stable
8 40 ——— Unstable .
§ /
= 4
2 o
S 301 - _
o 43‘5/
> //
3 S A .
3 ~%  Experimental
@ 20 ey A Stable .
@ Unstable (controlled)
10 - A
0 1 1 1 1 1 1 1 1
o] 20 40 60 80

Coolant Flow Rate (ml/sec)

Chemical Engineering Science

Figure 7. Stable and unstable (controlled)

states gor the thiosulfate-peroxide reaction

in a CSTR. The arrowheads extending from

the unstable states indicate the extent of

fluctuations in the reactor temperature dur-
ing controlled operation (68).

The quantity ultimately of interest in most applications is the particle
effectiveness factor, », which is obtained from the solution profiles and
depends, of course, on all parameters in the describing equations.

Few studies have used these equations as written. Various special
cases are deducible depending, for example, on whether (1) the Lewis
number, Le, is taken to be unity, (2) slab, cylindrical or spherical geome-
try is adopted, (3) the Nusselt and Sherwood numbers are finite, (4) the
Nusselt and Sherwood numbers are equal, (5) internal concentration
and/or temperature gradients are considered and (6) the assumption of
symmetric profiles, embodied in Equation 5, is retained. Most of the
combinations of these special cases either make sense physically in certain
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applications or lead to mathematically convenient problems. Obviously
the number of different versions of the basic problem is large; a literature
search would show that questions regarding steady-state multiplicity and
stability have been pursued for many of these. Some versions lend them-
selves to special mathematical methods not applicable to others, and
certain distinctive properties of solutions of some are not found in others.
All in all, it is difficult in a brief review to organize and sort out the
applicable mathematical methods, as well as the effects of the many
parameters, and to include conclusive statements, many of which must be
qualified by a list of restrictions. The following account is intended only
to bring out essential facts and, where possible, to relate behavioral char-
acteristics for this problem to those of the CSTR. A very comprehensive
treatment of the porous catalyst particle problem may be found in the
book by Aris (5).

For typical commercial porous catalysts used in industrial reactors
some of the special cases indicated above would not be realistic. For
example, the ratio Sh/Nu can cover several orders of magnitude with
the lower limit being approximately 10. Le is also much greater than
unity—an average of perhaps 30. (Parameters values for some specific
exothermic reactions were tabulated by Hlavacek et al. (80).) Such con-
siderations lead to a practical working model in which the temperature
is assumed to be uniform throughout the particle, any heat exchange
resistance being confined to an outer fluid film, and in which all mass
transfer resistance is internal. Because of the large Le, it is reasonable
in the working model also to assume that the concentration profile is in
a pseudo-steady state at all times—that is, that it is governed by the steady
form of Equation 3. More is said later regarding this model. Most theo-
retical studies have not been restricted to these practical ranges of con-
ditions and justifiably so, for one should adopt a broad view of the
problem as essentially being a mathematical description of any two state
variables in a general reaction—diffusion problem. For example, with
appropriate kinetic expressions and interpretation of the various parame-
ter groups, the equations shown above may describe the concentration
profiles of two species in an isothermal system for which the magnitudes
of parameter groups corresponding to Le and Sh/Nu may be greater
than, less than, or equal to unity.

The catalyst particle problem described by Equations 3-6 bears a
great deal of similarity to the CSTR problem, the flow terms in the latter
replaced by diffusion terms in the former. Aris (81) explored these
similarities in studying the problem for Nu, Sh— «. Some parameters
such as Nu, Sh and a, do not have obvious counterparts in the CSTR
problem, but one would expect a priori that, like the CSTR problem, the
catalyst particle would possess multiple steady states and unstable states
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under some conditions. If, in fact, internal gradients are neglected
entirely or if reaction is assumed to occur only on the external surface
and the temperature of the solid is assumed uniform, the mathematical
problem takes on a form identical to that of the CSTR. The multiplicity
of states and stability considerations for this version of the problem were
studied by Wagner (12) and others (see, for example, Refs. 82, 83, and
86). Computations of steady-state profiles by Weisz and Hicks (87),
Ostergard (88), Amundson and Raymond (89), and others, from equa-
tions similar to Equations 3 and 4, have demonstrated the multiplicity of
states and hence the multiplicity of the effectiveness factor when intra-
particle effects are involved.

Some studies have been aimed at establishing sufficient conditions
for uniqueness and in some instances sufficient conditions for stability as
well. Such conditions are potentially valuable because the computations
involved in searching for all possible steady profiles require the solution
of a nonlinear boundary value problem—a frequently difficult and expen-
sive task. Ascertaining the stability of a given profile is even more prob-
lematic. In a practical situation, if one can rule out the possibility of
multiple solutions and instabilities by easily applied sufficient conditions,
the design and operation of a catalytic reactor is somewhat simplified.
Many such conditions are available—all restricted to certain cases and
some untested insofar as their conservatism is concerned. It is only a
slight exaggeration to claim that the listing and comparing of these and
mentioning the various mathematical methods put to use in deriving them
would require a review paper itself. To cite some of these: criteria given
by Luss (90) for Nu, Sh — « appear to be the least conservative and the
most general in the sense that they apply to the various geometries and
that an arbitrary form of the rate expression can be accommodated;
Jackson (91) presented sufficient conditions for uniqueness for a case of
finite Nu and Sh for slab geometry. Kastenberg (92) showed that Luss’
critrion for uniqueness with Nu, Sh— o also guaranteed global stability
for Le = 1. Liou et al. (93) obtained sufficient conditions for stability
for Le =~ 1.

Aware of the results of the CSTR problem, one would expect the
multiplicity of solutions of the steady-state forms of Equations 3-6 to be
three over some ranges of the parameters and unity over others. While
this is the case with Nu, Sh— « for the infinite slab and infinite cylinder
geometries, it is not necessarily the case for spheres. Taking Nu, Sh— oo
for a spherical particle, Copelowitz and Aris (95) found as many as 15
steady solution profiles, and Michelsen and Villadsen (96) found 21 pro-
files. This great multiplicity was found only over a very narrow parameter
range in both cases. Earlier, Hlavacek and Marek (97) had found five
steady profiles for spherical geometry with a zero-order kinetic model.
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Michelsen and Villadsen (96) showed that there may be infinitely many
states in the spherical particle, a conclusion reached also by Gelfand
(98) and Fujita (99) in studies of a closely related mathematical prob-
lem. All of the solutions obtained by Copelowitz and Aris and by Michel-
sen and Villadsen have been shown subsequently to be unstable except
for the high and low conversion profiles (96, 100). Even though this
great multiplicity exists only over a very narrow and impractical range of
parameters and all but two profiles are unstable, the fact that they do
occur is of great interest because (1) neither geometry effects nor multi-
plicities greater than three for a problem of this type are suggested by
CSTR results and (2) they alert researchers to the fact that while the
well-studied CSTR problem provides tremendous theoretical insight, not
all qualitative features of the behavior of open chemically reacting sys-
tems in general are contained therein.

Other theoretical discoveries, labelled as surprising when viewed
against CSTR behavior, are: (1) that five steady-state solutions exist
under some conditions when Nu/Sh <1 (101) and (2) that if (a) the
imposed condition in Equation 5 at the particle center is removed and
the condition given in Equation 6 is imposed instead at x = —1 for slab
geometry, (b) Sh > Nu, and both are finite and (c) the problem as
described by Equations 3-6 has three steady-state solutions, then the slab
may have six additional profiles (actually three sets of mirror-image pairs)
which are not symmetric about the centerline. The possible existence of
such profiles was shown by Pismen and Kharats (102) and Horn et al.
(103). The asymmetric profiles have also been the subject of other
recent papers (104, 105, 106, 107, 108, 109). This result is apparently
geometry dependent; no analogous findings for the infinite cylinder or the
sphere have been reported.

A rigorous study of the stability of steady-state solutions is unwieldly,
calling for an analysis of the eigenvalues of a nonself-adjoint system in
which coefficients are functions of steady-state profiles. The problem is
simplified in cases for which Le is taken to be infinity, unity or zero with
Nu = Sh because all eigenvalues can be shown to be real, and well-known
mathematical theorems can be applied. Consideration of large-scale
transients requires studying the solutions of coupled nonlinear partial
differential equations in general. Some examples of stability analyses and
transient simulations involving various analytical and numerical tools and
based on a number of variations of the problem expressed by Equations
3-6 are contained in Refs. 83, 84, 85, 89, 100, 110, 111, 112, 113, 114). In-
cluded in some of these (112, 113) are numerical solutions for cases with
Le < 1 having a unique unstable profile about which the state variables
oscillate continuously. The oscillations resemble limit cycles in the CSTR
problem. In general, studies of steady-state stability and of large scale
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transient behavior for the catalyst particle problem have shown no be-
havior that is not analogous to CSTR results. This posteriori observation is
not meaningless because (1) there is no general theorem for distributed
models which ensures that linearized equations yield the correct answers
even for infinitesimal perturbations as do Liapunov’s theorems for lumped
models and (2) Poincaré’s theorems guaranteeing limit cycles in a phase
plane for second-order lumped models having a unique unstable state do
not necessarily carry over to distributed problems.

Certain physical effects not described in Equations 3—6 have been
studied in some publications. These include nonuniform external condi-
tions (94, 115) to which a particle in a fixed bed reactor will generally
be subjected and changes in molar density as a result of chemical reaction
(116, 117). These and other such effects would be expected to give rise
only to quantitative changes, which may be important in practical situa-
tions but would not be expected to (and have not been shown to) add
or take away any characteristic features of the properties of solutions to
Equations 3-6. The paper by Jackson (117) is of fundamental interest,
however, because it points out that additional terms may belong in the
transient equations if a change in molarity is associated with the chemical
reaction.

It was pointed out above that even though wide parameter ranges
have been explored in theoretical studies, practical considerations limit
these ranges considerably for nonisothermal problems. A very useful,
simple and plausible model for practical purposes may be deduced from
Equations 3-6 if it is assumed that all of the resistance to heat exchange
resides in the external fluid film and that the species profile is always in
a pseudo-steady state relative to the instantaneous temperature profile.
Invoking these assumptions, one may integrate Equation 4 term by term
over the particle volume to obtain

dis

Le 0 = (@ 4+ 1) Nu (tt — ts) + B’ ¢* ncrexp l:'y (1— t_lf)] )

where 7, the effectiveness factor, is given by any of the following three

expressions,
§ (@ + 1) exp [7 (1 — tl_s>:| ‘/:cs(x)x“dx (8a)

1 1—=)|=
T o [7 ( t (@ + 1)/¢%(0cs/32) s (8b)
[(a + 1)/¢?] Sh [er — ¢s (1)] (8c)

where ¢(x), (dc/dx),—; or c¢(1) for Equations 8a, 8b, and 8c may be
obtained analytically for a given value of ¢, from
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In practical applications, » may be available empirically in terms of
the parameters. These equations form a simplified particle model which
might well be the most appropriate working model in commercial applica-
tions. Similar equations could be developed for kinetics other than the
first-order Arrhenius type used here. The major points are: (1) Equation
7 is analogous to the energy equation for a CSTR, (2) steady-state values
of 5 and ¢, may be determined graphically if » is given in terms of t,, and
thus the possibility of multiplicity of steady states can easily be examined,
and (3) a transient analysis using Equation 7 is relatively simple and
shows that (a) the slope condition gives a necessary and sufficient test
for stability, (b) no sustained oscillatory states are possible, and (c)
unique steady states are globally stable. Numerical computations and
comparisons by Hansen (118) and Yang (114) indicate the adequacy and
limitations of this model. In particular, they show that while temperature
uniformity in the steady state may be a good approximation, the transient
profiles can show considerable spatial variation which could affect sta-
bility. This same model as well as other forms based on the notion of
temperature uniformity through the particle have also been used in studies
of steady state multiplicity and stability by Cresswell (119), Cresswell
and Paterson (120), and McGreavy and co-workers (121, 122, 123, 124,
125, 126). McGreavy and Adderley (127) used this model to examine
the steady-state sensitivity of the catalyst pellet to external parameters and
related the sensitivity to the runaway problem in a fixed-bed catalytic
reactor. More will be said regarding the runaway problem later.

An appreciable amount of work has been reported for the porous
catalyst particle with models of chemical kinetics other than a single
exothermic reaction. Gavalas (1, 111) showed that in general the multi-
plicity of steady-state solutions should be an odd number—say 2m + 1,
and that at least m of them will be unstable. Kuo and Amundson (83,
84) studied the multiplicity and stability of the sequential system of
exothermic reactions A — B — C and found five steady-state profiles in
some cases. Cresswell and Paterson (120) and McGreavy and Thornton
(121, 122, 126) also worked with models which accounted for more than
one reaction in studying multiplicity, stability, and sensitivity problems.
Hartman et al. (128) incorporated a dual-site isothermal Langmuir-Hin-
shelwood model into the diffusion equations and showed that three steady
states were possible. Similar problems were worked by Mitshka and
Schneider (129, 130). Such reactions, not obviously autocatalytic in a
strict sense, show accelerating behavior as the reaction extent increases
owing to a depletion of a reactant which tends to dominate the active sites.
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Mehta and Aris (131, 132) presented a detailed study of the pth-order
isothermal reaction and showed multiplicity for p < 0.

Lumped Models. The emphasis through the preceding section was
on theoretical studies which used Equations 3-6 (or of special cases
deduced therefrom) and which used methods of analyzing them or of
generating numerical solutions. In recent years much effort has been
devoted to the development and application of methods which convert
the basic distributed model to an approximate lumped model—a process
to which the term lumping has been applied. [Some workers have used
the term lumping to indicate the replacement of a partial differential
equation in an approximate sense by a single ordinary differential equa-
tion. It seems more consistent with usual terminology to refer to lumping
generally as the process of converting a distributed system to a lumped
system, even though the number of equations in the latter may exceed that
of the former.] Essentially these methods involve replacing those terms
containing derivatives with respect to position by a linear combination of
the dependent variable evaluated at specific spatial positions. The number
N of such positions is arbitrary except insofar as limitations may be placed
on the accuracy of solutions; presumably as N is increased, the exact
solution is approached. Thus a single partial differential equation is
converted to N ordinary differential equations. The advantages of work-
ing with the lumped version are obvious: the knowledge gained from
studies of the CSTR problem carry over directly, and mathematical tools
for studying new behavior are readily available.

Four methods of lumping have been described: (1) linearization,
(2) difference methods, (3) orthogonal collocation, and (4) averaging.
All four have been applied to the catalyst particle problem in connection
with studies of steady-state multiplicity and stability. The orthogonal
collocation method has received the greatest amount of attention. It was
first used for studying the catalyst particle problem by Villadsen and
Stewart (133), who showed that spatial derivative operators could be
replaced by matrices, the elements of which depend on the collocation
points. The collocation points are usually taken to be the roots of an
orthogonal polynomial. Orthogonal collocation is one of the methods of
weighted residuals and is described in detail, with examples, by Finlayson
(134). The first application of the method to steady-state multiplicity in
a catalyst particle was reported by Stewart and Villadsen (135). It has
subsequently been used in many studies of the catalyst particle problem,
including those reported in Refs. 136, 137, 138, 139, 140, 141, 142, 143,
which addressed problems of steady-state multiplicity, stability, and total
transient behavior. In most cases tested, the original partial differential
equations may be represented by a rather low order system of ordinary
differential equations by the collocation method. Rarely are more than



Published on June 1, 1975 on http://pubs.acs.org | doi: 10.1021/ba-1975-0148.ch007

7. SCHMITZ Multiplicity, Stability, and Sensitivity 179

three or four collocation points required, although Van Den Bosch and
Padmanabhan (144) found it necessary to use a 14-point representation
to attain good accuracy in calculating very steep steady profiles and a
seventh-order system for stability determinations.

Linearization and difference methods have been used mainly by
Hlavacek and others at the Prague school (79, 145, 146, 147, 148).
[Linearization here is the term associated with the particular lumping
method proposed by Hlavacek and co-workers in the papers cited. It
has nothing to do with linearizing nonlinear terms in the system equa-
tions. ]

The averaging method was introduced by Luss and Lee (149) in
examining the stability of the steady-state profiles for a particle whose
temperature was assumed uniform. It basically involves replacing the
terms in the original distributed model by quantities averaged over the
particle volume or over subsections of it. The spatial derivative operators
take on the form of overall transfer coefficients. This method was also
used by Lee et al. (150).

In many of the publications cited above, comparisons are made of
one lumping method vs. others or of results and computational labor asso-
ciated with lumping methods vs. those of other methods of handling the
original partial differential equations (see, for example, Refs. 79, 80, 140,
141, 142, 143, 144, 146, 147, 149). A very interesting and promising obser-
vation is that first-order lumping is suitable for many purposes. In first-
order lumping with the collocation method, for example, one would use
only one interior collocation point. In this approach the partial differen-
tial equations in Equations 3 and 4 are each replaced by a single ordinary
differential equation, the spatial derivative term in Equation 3 replaced
by A.(1 — ¢;), and in Equation 4 by A¢(1 —¢t,). The coefficients A, and
A depend on the particular lumping method used, and ¢, and ¢, are con-
sidered to be average values or values at a specific point. In the orthogo-
nal collocation method, ¢, and ¢, are approximations to the exact solutions
at the single interior collocation point, and A, and A are given by the
following relationships

Sk \., _ Nu
ANe = My <m), At =m <N—u T m) (10)

where n; and n, depend on the particle geometry. Equations 3-6 then
reduce simply to

Qo A= 0) — ¢ o ex [7 (1 - })] (11)

and
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Le % =N (1 — ts) + B ¢*csexp I:'y <1 — tl—s>:| (12)
These are immediately recognized as being equivalent to the adiabatic
CSTR problem; in fact, they can readily be put in the form of Equations
1 and 2 with L replaced by Le A./A:, Da by ¢2/A., and B8 by 8’A./A:. Then
all of the information contained in Figures 1 and 2 and in the earlier
discussion related to them carry over to the present situation. In fact,
several of the publications referred to earlier have used equations of the
form of Equations 11 and 12 and have displayed many of the transient
features previously explored for the CSTR.

If one judges the adequacy of simplified versions of the problem, such
as that described by Equations 11 and 12 or of other low-order lumping
forms in terms of quantitative agreement with the original problem, he
would conclude that they are inadequate in many situations (see, for
example, such comparisons in the papers by Van den Bosch and Pad-
manabhan (144).) Remember, however, that the original equations are
themselves highly idealized mathematical descriptions of a complicated
underlying physical system. While they may be basically sound for
reaction in a system of parallel pores of equal cross-section, length, and
activity, there has been very little experimental testing of their adequacy
in describing the quantitative behavior of a highly nonlinear reaction
process in structures resembling typical commercial catalysts. Therefore,
the original description itself should be viewed as useful mainly for
qualitative purposes at present, and there is little justification for terming
as inadequate the simplified lumped versions as long as they predict the
same qualitative trends. From Equations 11 and 12, one would conclude,
for example, by analogy to the CSTR problem that sustained oscillatory
behavior is not possible as long as Le > 1 if Sh = Nu or if Nu, Sh— oo;
in these cases the slope condition is necessary and sufficient for stability
determinations. They lead to the same conclusion for finite and unequal
values of the Nusselt and Sherwood numbers unless Nu > Sh. These
results are consistent with present knowledge of the behavior of solutions
of Equations 3-6. Certain qualitative features of the solutions of the
original distributed system, however, cannot be predicted by the simplest
lumped form, and it is important that researchers or potential users of
the simplified forms be aware of these. For example, such features dis-
cussed earlier as asymmetric steady profiles and a multiplicity greater
than three for a first-order Arrhenius reaction require a higher-order
approximation. It also appears that extremely steep concentration profiles
are not easily described by these methods. For these, a two-zone model
described by Paterson and Cresswell (139) appears to be a good alterna-
tive. In this model, a reaction zone through which the concentration of
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Figure 8. Multiple steady-state
concentration profiles in a catalyst
slab obtained through numerical
integration ( ) and orthogonal
collocation: @ (N=1), A (N =
2), M (N=3). Le = 1; y = 20;
B =0.7; $ = 0.16; Nu = Sh =
o (140).
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Figure 9. Sustained oscillations in a
spherical particle obtained through or-
thogonal collocation ( ) with N =
1 by Hellinckx et al. (140) and through
numerical solution (@) by Lee and
Luss (113). Le = 0.1; y = 30; B’ =
0.15; ¢ = 1.1; Nu = Sh = .

a limiting reagent decreases to zero is assumed to exist near the particle
surface and is described mathematically by low-order collocation equa-
tions. Chemical reaction does not take place in the inner zone. Van den
Bosch and Padmanabhan (144) found this technique to be useful in
describing steep gradients and in predicting the results of Hatfield and
Aris (mentioned previously) which show a multiplicity of five.
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Evidence that qualitatively and quantitatively accurate information
may be obtained in some cases with simple lumped models was shown
well by Hellinckx et al. (140), from which Figures 8 and 9 were taken
for illustration.

All in all, the results of studies of simplified models are encouraging.
Little significant progress is imminent along the lines of extending our
general knowledge to more complex chemical reactions or of putting our
present knowledge to practical use in design work unless these or other
simplifications can be proved useful.

Related Problems. Closely related to the problems of porous catalyst
particles are those with reaction on external surfaces including catalytic
wires and gauzes. The latter at least have long been of concern in indus-
trial applications. In fact, the thrust of Liljenroth’s paper in 1918 (1I)
was toward the ignition and extinction characteristics of ammonia oxida-
tion on a catalytic gauze. In recent years, Luss and co-workers have
studied various problems with catalytic wires including steady-state
multiplicity and stability (151), temperature flickering (152, 153, 154),
and standing wave solutions (155). Some of these include experimental
data (151, 153, 154). Flickering, a cause of inefficient industrial operation,
is apparently caused by concentration or mixing fluctuations in the im-
pinging stream. Ray et al. (156) pointed out that the large thermal
capacity of the wires and gauzes would most likely cause all oscillations
arising from intrinsic instabilities to damp. Mathematical solutions which
correspond to spatially standing waves along the wire length in cases of an
infinite length or insulated ends are possible but have been shown to be
unstable (155, 157).

The problem of steady-state multipilicity and stability with diffusion
and conduction to a spherical catalytic surface has been studied in detail
(158, 159, 160). A cognate subject is that of noncatalytic fluid-solid reac-
tions. It is not possible here to probe the distinguishing characteristics of
the mathematical models and the solutions for such systems. Discussions
of them as well as literature references are in Refs. 161, 162, 163.

Experimental Studies. There have been only a few published re-
ports of experiments with single catalyst particles that have demonstrated
steady-state multiplicity and/or instabilities. Those of which the author
is aware are listed along with brief descriptions in Table II. Except for
the study of carbon monoxide oxidation by Beusch et al. (first entry in
the table), all of the studies involved large thermal effects, and the pri-
mary experimental measurement was of the temperature at the center of
the catalyst particle. Commonly the experimental setup was one in which
a gas stream containing the reactants flowed past a freely suspended
catalyst particle by forced convection. In some of the experiments by
Wicke’s group, the particle was imbedded in a layer of inert particles.
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Table II. Experimental Studies of Steady-State Multiplicity and
Instabilities with Single Catalyst Particles®

Reference Ezxperimental System o m

1. Beusch, Fieguth, (a) Oxidation of hydrogen on suspended x x
and Wicke, 1970, Pt/silica/alumina particle
1972 (164,165) (b) Oxidation of hydrogen on single par- x x
ticle imbedded in a layer of inert
particles
(¢) Oxidation of CO (nearly isothermal) x x
on suspended Pt/Al;O; pellet

2. Horak and Jiracek, Oxidation of hydrogen on a suspended b
1970 (166) Pt/Al,0; catalyst particle

3. Furusawa and Ethylene hydrogenation on a suspended X
Kunii, 1971 (167)  pellet of Adkin’s catalyst

4. Jiracek, Havlicek, Oxidation of hydrogen on a Pt/alumina X
and Horak, pellet
1971 (168)

5. Horak and Jiracek, Oxidation of hydrogen on Pt/alumina X
1972 (61) particle in a backmix reactor and flow

tubular reactor

6. Jiracek, Horak, Oxidation of hydrogen on a Pt/alumina X
and Hajkova, particle in a batch recycle-flow reactor
1973 (169)

@ Column headings are defined in Table I.

Although these experimental reports do not contain thorough quanti-
tative comparisons with theoretical predictions, the qualitative features
of the laboratory observations are readily appreciated in view of known
theoretical behavior.

The careful experimental work of Wicke and his co-workers (164,
165) warrants special comment. Figures 10 and 11 demonstrate some of
their results, including temperature oscillations with the hydrogen—oxygen
reaction (Figure 10) and multiple steady states in experiments with
carbon monoxide oxidation (Figure 11). A recent paper by Wicke (170)
summarizes these and other contributions from his group at Miinster.
That oscillatory states exist is not surprising in view of aforementioned
theoretical studies, but the oscillations observed in these experiments do
not seem to be explainable in terms of interactions of transport processes
—internal and external—and with a simple one-step kinetic mechanism
of the type assumed in all theoretical studies of particle oscillations to
date. Beusch et al. (164, 165) suggested that complicated surface kinetics,
not reducible to a single rate expression, are involved. It is also possible
that the adsorptive species capacitance of the catalytic surface, while not
entering into the steady-state picture, affects the stability characteristics
appreciably. This capacitance, which is unaccounted for in the preceding
equations, is commonly overlooked. ’
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Figure 10. Temperature oscillations in a

single 8-mm spherical catalyst particle (Pt/

silica /alumina) during hydrogen oxidation
in air (3.14 vol % H,) (164, 165)
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Figure 11. Multiple steady
states (hysteresis) in the oxida-
tion of CO in air in a single
3 X 3 mm cylindrical catalyst
particle (Pt/Al,O,) (164, 165)

An experimental study by Benham and Denny (171) deserves com-
ment because it includes quantitative comparisons of experimental meas-
urements of unsteady temperature profiles with theoretical predictions.
The experiments involved the oxidation of carbon monoxide on a cylindri-
cal pellet of CuO/Al;O3 catalyst in forced convection flow. Seven ther-
mocouples were imbedded in the pellet. The work was not aimed at
studying steady-state multiplicity or instabilities; it is pertinent to this
discussion because it demonstrates the difficulty and perhaps the accuracy
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which one might expect to find in attempting to predict catalyst particle
behavior quantitatively. Benham and Denny point out that variations in
transfer rates over the particle surface lead to markedly nonisothermal
and asymmetric particle profiles. These measurements with a real catalyst
particle therefore add emphasis to some of the comments above to the
effect that the usual mathematical model given by Equations 3-6 should
be considered useful primarily for qualitative purposes and that this
should be remembered when simplified versions are evaluated.

In other experimental studies with a single catalyst particle, Kehoe
and Butt (172, 173) demonstrated reasonable, though rough, agreement
with results calculated from a model similar to that given by Equations 3
and 4. No steady-state multiplicity or instabilities were observed in those
experiments. Certainly there is a need for further careful experimental
work on these problems.

Tubular and Fixed-Bed Reactors

Mathematical Models and Theoretical Studies. Nearly all of the
mathematical models which have been used in studies of multiple states,
stability, and sensitivity of tubular or fixed-bed reactors use balance

equations on the fluid phase of the following form or of forms readily
deduced therefrom:

ace 1 32Cf aci
ok _ 2 o4 ot 1
EY] Pe, o2 9t R, (13)

t 1 2
O 1 Ot Oy p st — t.) (14)

Lao_PeQEE’?_ag

The forms of the rate functions R, and R, depend on whether the model
is “homogeneous” or “heterogeneous.” With first-order Arrhenius-type
kinetics, R; and R; for homogeneous models are:

Ry = Daciexp [7 (1 - }f)] (15)

R, = BR, (16)

For the same kinetics, expressions for R, and R, with heterogeneous

models are:
1—e €s $2 M Cs €XP I:'y <1 — l):l an
€ ts

R, = % (a+1)]l\j—:(L_1) (ts — 1) (18)

R1=

A
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The Danckwerts boundary conditions are commonly used, even in the
unsteady state.

E=0:¢=1+ 1 ac‘l

Pe. 9t
N _1_%5 (19)

£t PeQBE
g=1:g—g‘=3—tg=o (20)

No lengthy discussion of the general mathematical model itself is
intended here, but a few comments are warranted. (A recent paper by
Froment (174) contains an extensive discussion of model representation
of fixed-bed reactors. A recent paper by Liibeck (175) compares the
dynamic behavior of the homogeneous model with that of several modi-
fications of the two-phase model of a packed reactor within the region of
steady-state multiplicity, all through numerical calculations. The influence
of the boundary conditions was also investigated.) The homogeneous
model is often adopted for studies of both packed (catalytic) reactors
and empty tubular (truly homogeneous) reactors. For packed reactors
the implicit assumption in the homogeneous model is that the solid cata-
lytic material is always in thermal equilibrium with the fluid and that the
chemical reaction, occurring either inside or on the external surface of
catalyst particles, is unaffected by transport. An important quantity in
this model of packed reactors is the capacity factor L. That factor may
be so large that the concentration profile through the bed may be assumed
to be in a pseudo-steady state relative to the instantaneous temperature
profile. Studies in which L is taken to be unity properly apply only to an
unpacked tubular reactor. Obviously L affects only the unsteady state.

As made evident by Equations 17 and 18, the heterogeneous model
recognizes the presence of a catalyst phase and can account for transport
effects both internal and external to the catalyst. For the heterogeneous
model there must be included a set of equations, such as those in Equa-
tions 3-6, from which local and instantaneous values of 5 and ¢, may be
obtained.

A number of configurational variations, some of which are important
in problems of interest here, such as partial recycle of the effluent (loop
reactor) and co-current or countercurrent heat exchange with a coolant
or with the reactor effluent, can easily be brought into the mathematical
description by modifying the boundary conditions and/or attaching an
additional energy balance to describe the variation of ¢,.

Theoretical investigations into the multiplicity, stability, and sensi-
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tivity of states for many special cases deducible from the preceding equa-
tions have been reported. Most studies fall into one of three categories:
(1) investigations of the effect of axial dispersion with a homogeneous
model using Equations 13-16, 19, and 20 either with « = 0 or ¢, constant;
(2) investigations of effects of the catalyst phase using a heterogeneous
model with Pe., Pe;— « and either « — 0 or t, constant in Equations 13,
14, and 17-20); and (3) investigations of the various special geometric
configurations using a homogeneous model with Pe.Pe;— «. Conse-
quently, most studies are simplified in the sense that they isolate one of
the effects of dispersion, fluid-particle interactions, and reactor configura-
tion from the others. The following discussion is organized somewhat
along the lines of these three situations, but some others of interest are
also included. Five of the six papers in Session VII of AbvaNcEs IN CHEM-
1sTRY SERIES No. 133 deal with reactors of this type. An attempt is made
here to put them in perspective.

Multiplicity of steady states in the homogeneous reactor model with
axial mixing was first demonstrated by Van Heerden (8) by numerical
solution of the governing steady-state equations. Raymond and Amund-
son (176) also presented a number of calculations and simulations, and a
series of papers by Amundson and his co-workers (177, 178, 179, 180, 181,
182, 183, 184, 185) contains a complete and detailed mathematical study
of this problem for a single reaction with L — 1. The most recent paper
in that series (185) contains a number of interesting examples for which
the stability of steady states was determined from computations of eigen-
values (by the Galerkin method) of the linearized equations, and results
of computer simultations were shown for a nonadiabatic reactor. Various
types of instabilities, resembling those of the CSTR, were demonstrated,
including sustained oscillations.

The establishing of sufficient conditions for uniqueness (and stability
in some cases) in terms of kinetic expressions and system parameters has
been the continuing prey of theoreticians. These problems provide a good
arena for applying such mathematical tools as fixed-point methods, com-
parison equation theorems, bifurcation theory, and Liapunov functionals.
The review by Ray at the previous international symposium (2) describes
some of these. More recently sufficient conditions for uniqueness have
also been worked out by Matsuyama (186) for the adiabatic case with
Pe. = Pe; and by Han and Agrawal (187) and Varma and Amundson
(183) for nonadiabatic cases with Pe, ¢ Pe;. The common feature
of all of these criteria, some of which are applicable only to a first-order
Arrhenius reaction, is that they are satisfied if the Peclet numbers
are large. Froment (188) pointed out that the values of the Peclet
number (considering Pe. — Pe;) which would give rise to steady-state
multiplicity and stability problems are at least an order of magnitude
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smaller than those applicable to industrial packed-bed reactors. He
concluded that there is little likelihood of such problems being encoun-
tered except possibly in unusual cases of a very short reactor or short
stages—as perhaps in the case described by Dassau and Wolfgang (73).
Criteria for uniqueness, however, may not be so easily met in small
experimental or pilot plant reactors. In this regard, recent papers by
Hlavacek et al. (189) and Vortmeyer and Schaefer (190) are important.
In the first, experimental evidence indicating that Pe. is considerably
greater than Pe, was cited, and calculations showed that the region of
steady-state multipilicity is extended to much higher values of Pe.. The
second paper showed that there is an equivalence of a sort between the
homogeneous and heterogeneous models for cases of a packed reactor if
the dispersion coefficients are suitably defined to reflect the transfer rates
between the fluid and solid. The analysis and results of Vortmeyer and
Schaefer do not apply in all cases—the major assumptions being that
0%te/9¢* = 9°t,/9¢* and that the gas phase temperature is at a pseudo-
steady state relative to the local instantaneous solid temperature; still
they suggest that the behavior predicted by the homogeneous dispersion
model may be more meaningful if Pe. and Pe; are not viewed in the
strictest sense. The concluding statement by Varma and Amundson (185)
to the effect that the interesting results which their analysis predicts beg
for experimental confirmation is appropriate. Experimental confirmation
is not yet available.

As one would expect intuitively and, in fact, can show formally, the
homogeneous model reduces to the CSTR problem as the Peclet numbers
become very small. Cohen (191) used singular perturbation methods to
look at the small Peclet number case and described behavior analogous
to that of the CSTR for L — 1. Hlavacek and Hofmann (192, 193) used
the “linearization” method for first-order lumping (mentioned also in the
previous section for the catalyst particle problem), also for L =1, to
study steady-state multiplicity, stability characteristics, and transient be-
havior, including sustained oscillations for small Peclet numbers. Their
results compared favorably, in a qualitative sense at least, to numerical
solutions. Low-order lumped models are probably less descriptive of real
behavior here than in the catalyst particle problem, except for small
Peclet numbers. Still one might hope that they would be useful in describ-
ing trends and parameter effects. According to the work of Hlavacek and
Hofmann (193) with the first-order lumped model, sustained oscillatory
states are not possible in an adiabatic reactor unless Pe; > Pe.. (This in-
equality can probably never be satisfied in a realistic situation where the
thermal diffusivity would exceed molecular diffusivities because of radia-
tion and solid conduction effects. Note that this inequality restriction
does not apply to nonadiabatic reactors.)
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Since the CSTR is a limiting case of the homogeneous tubular reactor,
one expects the general behavioral features to be similar and, as in the
catalyst particle problem, tends to describe any departure from CSTR
behavior as a “surprise.” One such feature, apparently first discovered in
computations by McGowin and Perlmutter (194) and subsequently
shown also by Hlavacek et al. (197) and Varma and Amundson (184,
185) is the existence of five steady states under some conditions (nonadia-
batic in all cases reported) with a first-order Arrhenius reaction.

As mentioned earlier, virtually all studies of steady-state multiplicity
in the homogeneous model with axial dispersion have been of a single
exothermic reaction. A rare exception is the work of Chen (198) on a
theoretical study of a simple first-order autocatalytic reaction describing
isothermal microbial growth.

The important early contributions to the theory of the heterogeneous
models were by Wicke and Vortmeyer (199), Wicke (200), Liu and
Amundson (201, 202), and Liu, Aris, and Amundson (203). The analysis
in these cases was based on a plug-flow model for the fluid phase with all
diffusive transport effects confined to the fluid film surrounding the cata-
lyst particles. Liu and Amundson (202) also considered the effect of
axial dispersion in the fluid phase. None of these studies accounted for
axial conduction from particle to particle so that each element of catalyst
was effectively isolated from others. Investigations into the multiplicity
and stability of steady states, therefore, were reduced to an examination
of the behavior of each particle singly in surrounding conditions given
by the local instantaneous state of the fluid. In some examples, these
studies showed that over a portion of the bed, the state of the fluid would
be such that the particles could have multiple states. In such situations,
as long as there is no direct axial communication between the adjacent
catalyst particles, the model allows for an unlimited number of steady-
state profiles—if one constructs profiles composed of some particles in a
high-temperature state and others in a low state through that portion of
the reactor where multiplicity is possible. Except for a few of these, all
obviously have discontinuous solid phase temperature profiles. More
recently Aris and Schruben (204) studied this situation in detail using the
Heaviside step function to represent the dependence of the heat genera-
tion rate on temperature. A further study was reported by Farina and
Aris (205), who took into account fluid-phase dispersion and solid con-
duction (axial). The principal effect of the solid conduction is to smooth
the discontinuous profiles and possibly reduce the total number of steady
profiles to a small finite value.

The effects of axial conduction in the solid phase for a first-order
Arrhenius reaction were demonstrated through numerical solutions of the
unsteady equations by Eigenberger (206). He used fluid equations simi-
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lar to Equations 13 and 14 with Pe,, Pe;— « and with R, given by Equa-
tion 18c; his equations for the solid phase were of the form of Equations
11 and 12 except that a term proportional to 8%,/0¢> was added to account
for solid conduction. Concerning multiplicity of steady profiles, the essen-
tial result was that with adiabatic conditions imposed on the solid at the
inlet and outlet boundaries, transient profiles would arrive at one of three
different stable steady profiles; the one actually reached depended on
initial conditions. Presumably two others lie between the stable ones for
a multiplicity of five. Furthermore, the multiplicity was sensitive to inlet
and outlet conditions on the solid energy equation. With radiation losses
at the inlet, three stable steady states were still possible, but much less
likely to occur, and if equations for packed sections of inert material at
the inlet and outlet were appended, only two stable profiles were found.
Eigenberger pointed out that the results of his simultations resemble the
experimental findings of Padberg and Wicke (207). Since all of his results
were obtained from numerical solutions for an example case, no definite
conclusions regarding the possible number of steady states in such cases
can be given, and the matter is still not completely resolved. Also un-
settled are questions concerning the possibility of sustained oscillatory
states and the stability of various steady profiles when axial conduction
effects in the solid phase are taken into account.

In the work described above, Eigenberger also showed that the
heterogeneous model accounting for axial conduction in the solid phase
could describe “wandering” or “creeping” profiles. Such profiles (experi-
mental data were apparently first given by Wicke and Vortmeyer (199))
are characterized by the occurrence of a steep temperature profile (igni-
tion zone) over a small section of the reactor which alternately can be
made to wander upstream or downstream slowly with slight parameter
changes. According to Eigenberger’s results, this phenomenon can be
explained in terms of parametrically sensitive steady-state profiles; for
these profiles the steady location of the ignition zone is changed dras-
tically from one position to another in the reactor in response to a small
change in a parameter. Large wall or solid heat capacities then give rise
to the wandering nature of the profiles which are the slow transients
accompanying the transition from one steady state to another. Other
mathematical descriptions which have been used to explain these wander-
ing profiles include those based on cell models by Vanderveen et al.
(208) and Rhee et al. (209) and on a homogeneous model of reactors of
infinite length by Vortmeyer and Jahnel (210, 211). So far, at least,
experimental information on these curious transients (contained in the
reference given above and in others listed later) has not discriminated
between the various mathematical models which can describe them
qualitatively.
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With Pe,, Pe;— «, Equations 13-16, 19, and 20 have a unique solu-
tion for given conditions if ¢, is constant or with cocurrent flow of a
coolant. Other reactor configurations, however, such as those with coun-
tercurrent cooling, heat exchange between efluent and feed, and with
recycle streams, which provide a means of thermal feedback, can give
ris to steady-state multiplicity and stability problems. Van Heerden (7, 8)
and Bilous and Amundson (212) considered some of these cases. There
have been a number of other theoretical studies of these problems (146,
191, 196, 213, 214, 215, 216, 217, 218, 219, 220, 221, 222, 223, 224, 225
226, 227, 228, 229, 230, 231, 232). In the recent literature these models
have received relatively little attention, but multiplicity and stability
problems caused by the effects contained in them may be much more
frequently encountered in present industrial processes than by the effects
of axial dispersion or reaction in porous catalyst particles. An example
commonly referred to is the synthesis of ammonia in packed reactors with
heat exchange between the reacting fluid and the feed (7, 214, 215, 229).

In the simple homogeneous plug flow reactor model without any
mechanism of thermal feedback, severe design problems with reactor
sensitivity may be encountered even though steady states are stable and
unique. Sensitivity to small changes in a parameter or operating condi-
tion is very likely the explanation for most incidents of “runaway” condi-
tions in industrial reactors. Barkelew (233) first presented some guide-
lines for designing reactors to avoid runaways caused by sensitivity.
Other criteria for avoiding extremely sensitive conditions have been
given by Dente and Collina (234), Hlavacek et al. (235), and Van Wel-
senaere and Froment (236). The agreement between these various
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criteria for first-order Arrhenius kinetics is very good, as shown by Fro-
ment (I74). Froment also showed the effect of various reactor models,
including two-dimensional models, on the predicted reactor profiles and
their sensitivity. There is no precise definition of sensitivity. That of
Van Welsenaere and Froment (236), for example, was given in terms of
the temperature at the hot spot and the existence of an inflection point
in the temperature profile. The criteria established are intended to be
used as guides in the first stages of reactor design. Reactors for which
conditions lie close to the runaway region require individual study and
simulations.

All of the criteria cited above for determining sensitivity or runaway
conditions were based on homogeneous models. That these may be more
conservative than necessary if diffusional limitations within (or external
to) the catalyst particles are taken into account was illustrated by Cress-
well and Paterson (120). They used the oxidation of o-xylene as an
example. Figure 12 presents a comparison of temperature profiles for
different values of the pore diffusivity for a case in which a homogeneous
model predicts a runaway profile. Related studies by McGreavy and
Cresswell (237) and McGreavy and Adderley (238) further emphasize
this point and suggest that working with a more detailed model in design-
ing reactors near the runaway limits or within the runaway region of
homogeneous models may be well justified. McGreavy and Adderley
(127) proposed a runaway limit which they obtained by examining the
sensitivity of the particle temperature to the local external fluid
temperature.

Experimental Studies. Table III lists experimental studies of steady-
state multiplicity and stability in packed-bed reactors. As the number of
entries indicates, there has been a paucity of experimental information
relative to the amount of reported theoretical work on this type of re-
actor. [Some of the entries in Table I might have been placed in Table III
because they used packed-bed reactors. However, those reactors were
the recirculating type which behaved more nearly like CSTR’s than
tubular ractors.] The only report of oscillatory states is that of Volter
(239) for the gaseous polymerization of ethylene. These oscillations were
not linked quantitatively to a mathematical model. Entries 5, 7, 8 and 10
in the table represent studies of liquid phase reactions in empty tubes.
Except for the experiments of Butakov and Maksimov (246), these have
all been shown to follow the predictions of a plug flow model. Butakov
and Maksimov used a nonadiabatic coiled tubular reactor. The be-
havior reported, shown in Figure 13, must be the result of an axial dis-
persion or wall conduction mechanism. No theoretical model was in-
cluded in the paper.
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Table III. Experimental Studies of Steady-State Multiplicity and
Instabilities in Tubular and Fixed-Bed Reactors®
Reference Ezxperimetal System o m
1. Volter, 1963 Polymerization of ethylene in a non-
(239) adiabatic tubular reactor
2. Padberg and Oxidation of CO in fixed bed of Pt/Al;O; X
Wicke, 1967 catalyst
(207)
3. Wicke, Padberg, Oxidation of ethane on Pd/alumina x
and Arens, catalyst and oxidation of CO on
1968 (240) Pt/alumina catalyst in a fixed bed
4. Kilger, 1969 (241) Catalytic oxidation of carbon monoxide X
flowing longitudinally past a platinum
tube
5. Root and Schmitz, Liquid phase reaction between NasS;0; x

1969, 1970 (242, and H;0, in adiabatic tubular reactor

243) with recycle
6. Fieguth and Oxidation of CO in adiabatic fixed bed of X
Wicke, 1971 Pt/AlL;O; catalyst
(244)
7. Luss and Liquid phase reaction between Na;S:0; X
Medellin, and H,0, in nonadiabatic tubular re-
(246) actor with countercurrent flow of
coolant in an annulus
8. Butakov and Liquid phase polymerization of styrene in X
Maksimov, laminar flow nonadiabatic tubular re-
1973 (246) actor
9. Votruba and Catalytic oxidation of carbon monoxide X
Hlavacek, in adiabatic packed-bed reactors of
1973 (247) Pd/Al,0; and CuO/AlLO; catalyst
(three stable states observed)
10. Ausikaitis and Tiquid phase reaction between NasS:0s X

Engel, 1974
(248)

and H;0, in a cycled batch reactor
simulating a plug-flow tubular reactor

with recycle
¢ Column headings are as defined in Table I.

Experiments reported with fixed-bed or catalytic reactors (entries
24, 6, and 9 in Table III) nicely demonstrate steady-state multipilicity
and associated hysteresis phenomena. Carried out at low Peclet and
Reynolds numbers, they apparently show effects of both axial dispersion
and interphase transport. To some extent, they seem to be describable
by more than one mathematical model, and close quantitative compari-
sons would be very difficult. Most of these experimental studies include
some discussion of the associated theory. It is particularly noteworthy
that Votruba and Hlavacek (entry 9 in Table III) observed three stable
steady states under certain conditions. Prior theoretical studies, cited
above, have shown this to be possible, but apparently it had not previ-
ously been observed experimentally.
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In addition to the experiments on multiplicity and stability listed in
Table III, there have been several reported experimental investigations
of “wandering” profiles (199, 207, 240, 249, 250, 251 )—a transient phe-
nomenon described in the preceding section. As pointed out earlier,
theoretical explanations have been offered in terms of different models,
and experimental studies reported to date do not seem to distinguish
among them.

Papers in Session VII. As mentioned earlier, five of the six papers in
Session VII of the symposium volume apply directly to tubular and
fixed-bed reactor dynamics. A brief critique is presented here as an
appropriate follow-up of the preceding review of the existing literature
on this subject. (The remaining paper in the session concerns more
generally the subject of mixing. Though applicable in a general sense to
reactors of interest here, it is more appropriately brought into the dis-
cussion in a later section.)

Two of the papers, one by Van Doesburg and de Jong and the other
by Hansen and Jorgensen, study the unsteady behavior of fixed-bed re-
actors and compare theoretical predictions with experimentally measured
profiles. Van Doesburg and de Jong studied the hydrogenation of CO
and CO; to methane—parallel exothermic reactions—in an adiabatic
reactor. They systematically consider each physical rate process and
conclude that a simple plug-low homogeneous model applies (with heat
capacity of the solid material taken into account). Their model then
consists of Equations 13 and 14, with L > 1 and Pe,, Pe;— o, suitably
modified to include more than one reaction. The results predicted by
their model show very good agreement with their experimental data. In
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their experiments Pe. varied from 300 to 1200, considerably beyond the
value for which one would expect to encounter any appreciable effect of
axial dispersion and, therefore, steady-state multiplicity.

In the experiments of Hansen and Jorgenson, the Peclet number was
somewhat lower (Pe, ~ 270, Pe, ~ 115), and these workers used a homo-
geneous axial dispersion model to describe transients in the hydrogen—
oxygen reaction in an adiabatic reactor packed with Pt/alumina catalyst.
According to the calculations of Hlavacek et al. (189) for Pe. 5% Pey, the
value of Pe, in these experiments is about twice the value at the upper
limit of multiplicity. Hansen and Jorgenson do not report any observa-
tions of steady-state multiplicity. The authors point out that the experi-
mentally observed transients in the last part of the reactor are not well
described by their model. This observation suggests questions as to the
adequacy of the dispersion model, particularly for describing the unsteady
state. As in most real chemical systems, such discrepancies can be the
result of an inaccurate representation of chemical rate processes, as the
authors suggest.

Eigenberger describes an interesting theoretical study of the effects
of the thermal capacitance and conductance of the reactor wall on the
dynamic behavior in homogeneous plug-flow tubular reactors. Both a
liquid reaction and a gas-phase reaction are considered, and the wall is
not assumed to be in thermal equilibrium with the fluid. Two results are
particularly interesting: (1) for a liquid reaction, longitudinal conduction
in the wall is not significant; yet, owing to the heat capacity of the wall,
some features of the dynamic response are similar to the wandering pro-
files described earlier for fixed beds; (2) for a gas phase reaction, wall
conductivity effects are important and lead to multiple steady states under
some conditions. A recent publication by Eigenberger (252) gives addi-
tional attention to wall effects on tubular reactor dynamics.

Hlavacek and Votruba report some interesting results on the oxidation
of CO. Their experiments involved various catalysts in fixed beds and in
monolithic honeycomb structures. Such reactors have been discussed
extensively earlier in this symposium in the review paper on catalytic
mufflers by Wei and are also the principal topic of a paper in Session IX
by Young and Finlayson. They differ from the usual commercial catalytic
reactor in that the Peclet and Reynolds numbers are small (laminar flow).
Hlavacek and Votruba report experimental observations of multiple
steady states in both types of reactors. The observation of multiple states
in the flow of reactants through channels with catalytic walls (as in the
honeycomb structure) does not seem to have been reported previously,
though the experiments by Kilger cited in Table III were similar. This
particular observation by Hlavacek and Votruba is interesting in view of
the theoretical results of Young and Finlayson; the latter authors show
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essentially that while a simple one-dimensional heterogeneous model
incorporating constant heat and mass transfer coeflicients can have mul-
tiple steady solutions, a more exact two-dimensional solution using a
fully developed velocity distribution is always unique. Young and Fin-
layson did not account for longitudinal heat conduction in the reactor
wall, but they point out that this may be important in some cases. The
theoretical results of Young and Finlayson as well as those of Eigenberger
(cited above, regarding wall effects ), suggest that wall conduction (which
in effect is an axial dispersion mechanism) is the physical process respon-
sible for multiplicity in the experiments with the honeycomb structure.
Hlavacek and Votruba do not discuss two-dimensional models but con-
sider several variations of the general one-dimensional model given above.

The paper in this session by McGreavy and Adderley focuses on the
problem of designing fixed-bed reactors to avoid parametric sensitivity
and multiple steady states. Early work on the sensitivity problem dealt
entirely with homogeneous models and more recent work by McGreavy
and co-workers emphasized possible importance of transport limitations
in this regard. In their paper at this symposium, McGreavy and Adderley
extend this notion to obtain criteria in graphical form in terms of operating
parameters. The results permit a designer to determine whether operating
parameters are such that the reactor will be relatively insensitive to small
parameter changes and will have unique states. It is further suggested
that these results might be readily implemented in the computer control
or optimization of a given reactor.

Mixing and Modeling—Effects on Multiplicity and Stability

By heuristic arguments, Van Heerden (8) advanced the notion that
a necessary condition for multiplicity of steady states in an exothermic
reacting system was that some physical mechanism for heat feedback to
exist. He demonstrated this point by working out examples of a CSTR,
a plug-flow tubular reactor with feed-effluent heat exchange, and a tubular
reactor with axial dispersion. Obviously the general requirement of
feedback should not be restricted to exothermic systems but must apply
to accelerating reactions in general. The notion has served a useful
purpose although no precise definition of feedback has been offered.
The notion is interwoven in much of the following discussion of mixing
effects and modeling considerations—a discussion appropriately brief and
limited to intrinsic hydrodynamic effects.

Clearly in order for intrinsic feedback in a given reacting flow system
to be possible, the residence times must be distributed so that fluid ele-
ments of different ages can intermix. Residence-time distribution infor-
mation, however, describes only macroscopic mixing features and by itself
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tells nothing about mixing at the microscopic level—i.e., about the state
of segregation as described by Danckwerts (253). If fluid elements in
any reacting flow situation are completely segregated with regard to both
heat and mass exchange, there can be no feedback regardless of the
macroscopic picture. (Mathematically, completely segregated systems
give rise to problems of the initial-value type.) Thus both macroscopic
and microscopic effects warrant consideration. Nevertheless, almost all
mathematical models which have been used to study multiplicity, stability,
and sensitivity of states are based on macroscopic considerations. In the
axial dispersion model of a tubular or fixed-bed reactor, for example, the
effective axial diffusivity can be chosen to describe macroscopic effects,
and once it is chosen, the level of microscopic mixing is also fixed.

In Session VII Yang and Weinstein describe a way to study theo-
retically both macroscopic and microscopic effects. They maintain that
two adjustable parameters, n and R, in a hypothetical reactor model con-
sisting of n CSTR’s in series and a recycle stream (with recycle ratio R)
can be separately and simultaneously manipulated so that the model can
describe given residence-time distribution data and still provide flexibility
in covering a range of micromixing conditions between complete segre-
gaton and maximum mixedness—the extreme mixing situations described
by Zwietering (254). Furthermore, the model is quite amenable to
mathematical analysis and seems well suited for empirical reactor model-
ing in many practical situations. Yang and Weinstein present results of
calculations showing the effect of micromixing on steady-state multi-
plicity in an exothermic reaction.

Apparently the only prior study of the effects of micromixing on
multiplicity and stability was that by Yamazaki and Ichikawa (255); they
examined the extreme cases of complete segregation of both heat and
mass and of maximum mixedness for an arbitrary residence-time distri-
bution. Their conclusion was that steady states in the first case are always
unique and stable and that those in the second are stable if a perfectly
mixed reactor having the same mean residence time as the given reactor
is stable.

The discussion of modeling and the notion of feedback in connection
with steady-state multiplicity and instabilities can be pursued further
along somewhat different lines. Admittedly any real chemically reacting
system has an underlying mathematical description which in its exact form
—if an exact form can even be constructed—is far too complex to analyze.
Simplifications and approximations must be made. Thought-provoking
questions then arise as to how one can be reasonably certain that the
simplifications and approximations he introduces do not also introduce
spurious qualitative features into the solutions of the mathematical model
—features that have no counterpart either in the real physical system or



Published on June 1, 1975 on http://pubs.acs.org | doi: 10.1021/ba-1975-0148.ch007

198 CHEMICAL REACTION ENGINEERING REVIEWS

in the solutions of the more exact mathematical problem. (Simplifications,
of course, may also eliminate important qualitative features.) There
probably is no general answer to such questions, but as a reasonable
guideline, it appears that one should be wary whenever an approximation
changes the basic mathematical form. Some examples are readily avail-
able. One is in the aforementioned paper by Young and Finlayson in
Session IX. Laminar flow through a catalytic duct with negligible axial
diffusion or conduction gives rise to a nonlinear parabolic system of
equations when formulated properly in terms of radial and axial position
variables. For this problem, as in most parabolic problems, the solutions
are unique and stable—no feedback mechanism exists. If, however, as
Young and Finlayson show, the problem is simplified to a one-dimensional
form in which radial variations are accounted for only in terms of con-
stant heat and mass transfer coefficients to the catalytic duct wall, unique-
ness can no longer be guaranteed. In fact, this simplified version may
have an infinite number of solutions as discussed in some publications
cited earlier. The real physical situation may indeed have non-unique
solutions (the experiments described in the paper by Hlavacek and
Votruba in Session VII show this to be true), but these must be the result
of axial wall conduction (or of molecular conduction and diffusion axially
in the tube) and not solely of transport between the catalytic wall and
the fluid in laminar flow. The use of constant transfer coeflicients is valid
only for uniformly accessible surfaces. Catalyst particles in a packed
bed may provide areas that are nearly uniformly accessible because of
the nature of the flow.

In a paper addressed to these same matters, Lindberg and Schmitz
(256) considered a theoretical problem of flow past a nonuniformly
accessible catalytic surface—namely boundary layer flow past wedge-
shaped solids. The conclusion was similar to that of Young and Finlayson;
the solution of the boundary layer problem was shown to be unique, but
the solution of a simplified version using constant heat and mass transfer
coefficients was multivalued. Lindberg and Schmitz included a dis-
cussion of the general modeling problem and of the possible pitfalls that
one would hope to avoid.

Consider, as another example, fully developed constant-property
laminar flow in a tubular reactor with homogeneous exothermic reaction
and negligible axial conduction and diffusion of heat and mass both in
the fluid and in the wall. The two-dimensional steady-state material and
energy balances are of the parabolic form (an initial-boundary value
problem), and solutions are unique for realistic reaction kinetic models.
No mechanism of thermal feedback exists. If the notion of Taylor dif-
fusion is introduced (to account for dispersion effects arising from radial
velocity gradients), then the model is converted to the one-dimensional
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axial dispersion form, a nonlinear boundary value system. A feedback
mechanism has been introduced through the simplification procedure,
and the uniqueness and stability of steady-state solutions can no longer
be guaranteed. In light of these comments, the experimental observations
of Butakov and Maksimov (see Table III), which involved the laminar
flow of liquid reactants with no obvious intrinsic mechanism of feedback
other than those of molecular diffusion and conduction, are surprising.

All such considerations should remind researchers not to lose sight
of the underlying physical problem when attacking the mathematical
one. Clearly they also must be kept in mind if experimental observations
are to be carefully and correctly interpreted.

Other Areas of Application

Steady-state multiplicity, instabilities, and oscillatory behavior in
reacting systems are also of interest in biology, combustion, and electro-
chemistry. In each of these areas a large literature has developed—all in
parallel for the most part with few points of contact. From a mathematical
viewpoint, at least, problems in these areas closely resemble those con-
nected with chemical reactor design. It seems appropriate, therefore, to
describe some of the research and the interesting problems encompassed
in these areas, even though the coverage must be brief and inadequate.

In biological applications the major interest has been in oscillating
systems. The pioneering work in this regard was by Lotka (257, 258) in
the early 1900’s on the oscillations in predator—prey interactions. Since
then, oscillatory behavior at all levels of biological activity has been
observed and studied. It is frequently suggested in these studies that
intrinsic instabilities in biochemical reactions are responsible for circadian
(daily) and other rhythms so prevalent in living systems. A recent review
by Nicolis and Portnow (259) covers chemical oscillators with particular
regard to biological applications. A number of books have been devoted
to biological rhythms; a recent one by Pavlidis (260) emphasizes the
mathematical analysis of them.

Steady-state multipilicity has been invoked in biological problems
to explain switching and threshold phenomena in biochemical pathways
and the developmental processes whereby a developed organism com-
posed of many different types of cells (different “final” states) emanates
from a single, nearly uniform fertilized egg cell (see, for example, the
book by Rosen (261 ) and papers by Edelstein (262) and Lavenda (263).)

Explanations for the development of form and structure in living
systems has also been offered in terms of spatial or “symmetry breaking”
instabilities in systems involving diffusion and reaction. This phenomena
was studied first by Turing (264) and later by Prigogine and co-workers
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(265, 266, 267, 268) and Scriven and co-workers (269, 270) (see also
the books by Glansdorff and Prigogine (271) and Aris (5)). In such
theoretical studies, questions are posed as to whether spatially dependent
perturbations, imposed on an initially uniform steady state, grow (or
decay) uniformly or instead grow in time with a certain preferred spatial
structure. Under certain conditions a spatially periodic growth is pre-
dicted. Evidence that such instabilities actually occur in biological
systems may be found in various descriptions of pattern and aggregative
movement of cells in culture such as those described by Elsdale (272)
and Bonner (273) (see also the aforementioned book by Pavlidis).

Chemical Engineering Communications

Figure 14. Traveling chemical waves in a diffusion tube

during the Belousov-Zhabotinskii reaction (with Fe3*). The

light bands (waves) are blue; the dark regions are red.

Waves, initiated by oscillations in the stirred beaker (at left

of photo), are about 4 mm apart and are traveling at a
speed of about 0.5 cm /min (280).

Most mathematical models used in studies related to biological appli-
cations are for isothermal kinetics, and they allow for the exchange of
material with the surroundings, or “openness,” by invoking the assumption
that some species concentrations have fixed constant values. The resulting
mathematical descriptions are similar to those of the usual continuous-
flow chemical reactor models, but the underlying physical picture differs.
The resulting steady states are actually pseudo-steady states if the system
is truly closed, or they represent steady states in extreme cases of open
systems for which some components can be exchanged with the surround-
ings without resistance.
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Though not a biological reaction, the isothermal liquid-phase
Belousov-Zhabotinskii reaction has attracted great interest among biolo-
gists and biophysicists as well as chemists mainly because the intriguing
behavior which it displays is reminiscent of biological behavior. (Refs.
19 and 23, which contain studies of this reaction in an open, well-mixed
system, have been cited in an earlier section.) Oscillations, indicated by
sharp color changes from red to blue (when Fe®" is used as the metal ion)
with the reaction proceeding in a closed stirred beaker, were described
by Zhabotinskii (274). Spatially periodic behavior, visible as an assembly
of travelling waves, in the absence of stirring, were later reported by
Busse (275) and Zaiken and Zhabotinskii (276). A detailed physical
description of the form and interactions of these travelling waves has
been given by Winfree (277, 278, 279), the latter reference containing
some beautiful color photographs of spiralling waves. The propagation
of these waves through a small diffusion tube was studied experimentally
by Tatterson and Hudson (280) (see Figure 14). A thorough study of
this system by Field et al. (33) revealed that it consists of 10 coupled
reactions including an autocatalytic sequence. At present there is no
proof that the observed spatially periodic phenomena are the result of
spatial or “symmetry breaking” instabilities of the type studied theoreti-
cally in references cited above. Rather the waves which propagate
through stagnant mixtures seem to emanate from boundary perturbations,
such as dust or minute particles. A general theoretical analysis of the
effects of perturbations of this type has been given by Ortoleva and Ross
(281).

In other studies motivated by biological applications, Aris and Keller
(282) and Bailey and Luss (283) have suggested that asymmetric con-
centration profiles through membranes, similar to those described earlier
for catalyst particles, resulting from the possibility of multiple states in
enzymatic reactions may have a bearing on active transport.

A very interesting paper in the combustion literature by Gray et al.
(284) crosses the boundaries of combustion, chemical reactor, and bio-
logical applications. Among the various topics included and analyzed are
hyperthemia in warm-blooded animals—described as a thermal runaway
when the body temperature exceeds a critical value—and hibernation
which is explained in terms of the form of the heat generation curves for
hibernating animals which permit multiple states, the two stable ones
being the hibernating state and the active state.

Most of the theory of multiple states, instabilities, and sensitivity for
chemical reactors can be applied to combustion problems. In combustible
systems, multiple steady states in open processes are the rule rather than
the exception; the region of multiplicity corersponds to conditions over
which the mixture can be brought either to a steady ignited state or to
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an extinguished one by appropriate perturbations or start-up conditions.
Standard references for the treatment and discussion of these and related
topics are the books by Frank-Kamenetski (285) and Vulis (286). Much
of the theory and experimental information pertain to closed systems—
i.e., to situations in which reactants are charged to a vessel, subjected to
a predetermined pressure and ambient temperature, and observed through
an ensuing transient. Even for such cases, however, the theory usually
is applied to a “pseudo” steady-state version of the problem, and when
gradients are neglected, the results resemble those described earlier in
this paper for the CSTR (see, for example, a recent review by Berlad
(287). Longwell and Weiss (288) introduced the continuous-flow, well-
stirred combustor, similar to a CSTR, as a convenient experimental tool
and demonstrated its utility by using extinction data—i.e., the limit of
steady-state multiplicity corresponding to a transition from a high tem-
perature state to a low one—to deduce kinetic parameters. Similar theo-
retical and experimental studies in distributed-parameter flow systems
have also been reported (289, 290, 291).

Instabilities and multiple steady states occur in electrochemical
systems because of highly nonlinear current-potential relationships. A
description by Wojtowicz (292) is a good reference source. In it methods
of Liapunov and Poincaré are used to analyze dynamics, and behavioral
features are described which have analogs in chemical reactor behavior.
According to this book the first cases of periodic behavior in electro-
chemical systems were reported as early as 1828. Alkire and Nicolaides
(293, 294) recently discovered that the equations governing a certain
distributed model of the aeration corrosion of a metal under a moist film
possess at least 13 steady-state profiles for the current distribution. Fur-
thermore, some of these lead to very highly localized reaction rates and
suggest a possible explanation or mechanism for the localized corrosive
attack of metals.

Problems of intrinsic instabilities arise in many other situations
which do not involve chemical rate processes. It is not possible to
describe these in detail here, but they are worthy of note because the
mathematical methods used to study them and the phenomena of interest
are often very similar to those described here for chemical systems.
Among these are problems in hydrodynamics and crystallization. Denn
(6) treats the former and provides some unification of these problems
with those of chemical reactors. The occurrence of sustained oscillations
in perfectly mixed crystallizers was studied from a theoretical viewpoint
by Sherwin et al. in 1967 (295) and more recently by Randolph et al.
(296). Experimental studies of these oscillations have also been reported
(297, 298).
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Concluding Remarks

One noticeable recent trend has been the increase in experimental
information. Until very recently there was a dearth of experimental data
or reports of actual chemical reactor behavior to support the large num-
ber of theoretical studies. Many theoretical results have now been borne
out by experiments, and laboratory data definitely add a tone of realism
to problems in this area. Still, theory leads experimental fact by a con-
siderable measure although some experimental observations have sug-
gested, and probably will continue to suggest, questions for further theo-
retical investigations. The need for additional laboratory studies is most
evident in distributed problems where some viewpoints need clarification
and where predictions of the usual mathematical models could be quali-
tatively incorrect.

From a theoretical viewpoint, at least, the problem of elucidating the
possible behavioral features in systems of reactions (without having to
handle each case individually) is a challenging one—even for the lumped
CSTR case. Until now, the vast majority of work has been with a single
exothermic reaction. Emphasis has been on the effects of interacting
physical rate processes. Some of the experimental observations of oscilla-
tions in single catalyst particles and of the fascinating conduct of the
Belousov-Zhabotinskii system, described in studies cited above, as well as
applications in some key areas of biology, may stimulate more effort in
the direction of complex reacting systems. Only a very small percentage
of the papers being published on the subjects of this review are from
industry. As a result, the present practical applicability of academic
research to industrial reactor design and its impact thereon are uncertain.
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Nomenclature

a geometric constant; 0 for slab, 1 for cylinder, 2 for sphere

a, area for heat losses per unit reactor volume

b characteristic length; half-width for slab, radius of cylinder or
sphere

Ce dimensionless concentration of reactant in the bulk fluid phase,
Cat/Cao

Cs dimensionless concentration of reactant in particle pores,
CAf/ CAO

Ca concentration of reactant

C, heat capacity
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binary diffusion coefficient

effective axial diffusivity of reactant

pore diffusivity of reactant

Damkohler number given by Kr exp (—vy) or Kor

activation energy

volumetric flow rate

fluid-particle heat transfer coefficient based on superficial exter-
nal particle surface area

heat of reaction (positive for exothermic reaction)

effective axial fluid thermal conductivity

fluid-particle mass transfer coefficient based on superficial exter-
nal particle surface area

effective thermal conductivity of catalyst particle

pre-exponential factor for reaction rates per unit of reactor
volume V

pre-exponential factor for reaction rates per unit of pore volume

reaction velocity constants at temperature T,, given by K exp
(—v) and K’ exp ( —v), respectively

tubular reactor length

1—¢ psCps

€ prpf

dimensionless capacity factor, 1 +

Lewis number, psCpsDs/k;

mass

lumping constants

number of spatial positions (e.g., collocation points) in lumping
procedure

Nusselt number (Biot number ), hb/k,

Peclet number for mass dispersion, vl/D,

Peclet number for heat dispersion, vlcysps/ke

rate functions

universal gas constant

Sherwood number, kb/eDs

dimensionless temperature of bulk fluid phase, T,/ T,

dimensionless temperature within catalyst particle, T,/T,

temperature

overall coefficient for heat losses from the reactor

average interstitial fluid velocity

void reactor volume

dimensionless distance, y’/b

distance variable measured from reactor inlet

distance variable measured from center of catalyst particle

time

dimensionless coefficient for reactor heat losses Uayr/psCpe

dimensionless adiabatic temperature rise in fluid phase,
(—AH)Ca0/ptCpeTo

dimensionless adiabatic temperature rise in catalyst particle,
(—AH )esDsCo/Toks

dimensionless activation energy, E/R,T,

reactor void fraction, ratio of bulk fluid volume to total volume

porosity of catalyst particle
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effectiveness factor for catalyst particle relative to reaction rate

7
at Cay, T
0 dimensionless time for CSTR and tubular reactors, z/+
¢ dimensionless time for catalyst particle, z/+
Ao At lumping constants defined in Equation 10
& dimensionless distance, y/1
P density
T characteristic time for CSTR and tubular reactors, V/F
v characteristic time for catalyst particle, b?/D,
¢ Thiele modulus, b v/ K;/D,
Subscripts
a ambient or coolant conditions
f bulk fluid phase
o feed conditions
s state within catalyst particle or submerged solid material
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Oxidation Reaction Engineering

A. CAPPELLI

Montedison Fibre R&D, Milan, and Istituto di Chimica Industriale,
Politecnico di Milano, Italy

This review presents a selection of work on various aspects
of oxidation reactions. The papers reviewed are divided
into four sections: (a) vapor phase oxidation with oxygen or
air, (b) liquid phase oxidation with oxygen, (c) liquid phase
oxidation with hydroperoxides, and (d) heterogeneization
of homogeneous catalytic processes. The papers of the first
(and most important) section are examined according to
process type and certain basic aspects. Information is given
about the state of the art of oxidation reactors. Special atten-
tion is paid to automotive exhaust treatment processes.
When the data are evaluated from the point of view of
chemical reaction engineering, it is concluded that com-
munication between researchers and process engineers needs
improvement.

The following review is a representative selection of work on various

aspects of oxidation reactions published in 1972, 1973, and 1974.
Three general sections are discussed which correspond to a natural di-
vision of the subject matter. These are: (a) vapor phase oxidation with
oxygen or air, (b) liquid phase oxidation with oxygen, and (c) liquid
phase oxidation with hydroperoxides. A fourth section, on the hetero-
geneization of homogeneous processes, in which the preparation of sup-
ported homogeneous catalysts is treated, is discussed separately. Special
emphasis is given to automotive exhaust.

Vapor Phase Oxidation with Oxygen or Air

The discussion focuses on heterogeneous catalytic processes, which
are by far the most important ones. Papers are reviewed according to
different aspects which are of particular interest in this area. First con-
sidered are the types of processes, which include the oxidation of organic

212
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and some inorganic molecules. Secondly, some of the basic chemical
and/or physical aspects of oxidation, such as mechanisms, nature of
active centers, reaction patterns, effects of operating conditions and
catalyst modifications, and role of diffusion are considered. Finally, some
information about the present state of the art in the field of oxidation
reactors, both on a laboratory and industrial scale, is given.

Types of Processes. In the papers examined the oxidation of olefins,
aromatics, NH3, SO,, and CO have been studied. With regard to the
oxidation of olefins, the reactions studied are listed in Table I, approxi-
mately according to their degree of oxidation.

DEHYDRODIMERIZATION. Trimm et al. (1) attempt to identify a cata-
lyst for the polymerization and subsequent cyclization of olefins under
oxidative conditions, using the oxidation of propene to benzene as an
illustration. A survey of possible compounds showed that indium oxide
could be a suitable catalyst. The oxide was tested experimentally and
found to be a selective catalyst for the oxidation of propene to benzene.
1,5-Hexadiene and acrolein were produced in the early stages of the
reaction, and the diene oxidized further to produce benzene. The kinetics
of the reaction were examined in some detail, and a tentative mechanism
was advanced.

The note by Parera et al. (2) reports the analogous oxidation of
isobutene to 2,5-dimethyl-1,5-hexadiene and p-xylene over indium oxide.
The kinetics were examined, and a mechanism was proposed.

OxmATIVE DEHYDROGENATION. Sterrett et al. (3) present a kinetic
study of the oxidative dehydrogenation of butene to butadiene over a
zinc chromium—iron catalyst. The data on which the kinetic model is
based were obtained using a set of statistically designed experiments.
Selectivity to butadiene remained high throughout the runs. The forma-
tion of butadiene was fit to a semiempirical rate expression by a non-linear,
least-square, curve-fitting technique.

In the study reported by Pitzer (48) methods of activating a
phosphorus—tin oxide catalyst, active and selective for the oxidative
dehydrogenation of butenes to butadiene, were investigated. Objectives
of activation included several properties of the catalyst, and the author
attempted to accomplish these objectives by heating the finished catalyst
in steam, air, and nitrogen. Catalytic activity was improved by steaming
at elevated temperatures while heating in air and nitrogen gave no
improvement. Only macroporosity seemed to account for the increase in
catalytic activity, and steaming appeared to affect the bulk of the
catalyst instead of altering only the surface of the catalyst particles.

Arryric Oxmation. Five papers describe experiments carried out
over molybdate catalysts. In the study by Wragg et al. (5) the ammooxi-
dation of propene and of acrolein was studied over two catalysts—one
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TableI. Vapor Phase
Process Catalyst

Dehydromerization indium oxide

zinc—chromium oxide

Oxidative dehydrogenation phosphorus—tin oxide

molybdate
tungstate

Allylic oxidation uranium—antimonium oxide
mercuric chloride

silver

molybdate A
Oxygen insertion (Pd doped) vanadium pentoxide

molybden—alumina

Oxidative C—C cleavage supported iridium

platinum—alumina spinels

Complete combustion chromite

similar to commercial bismuth molybdate catalysts and the other con-
sisting of the koechlinite phase Bi;O3—Mo0O;. The rates, reaction orders,
Arrhenius parameters, and selectivities of the ammoxidations were studied
at a fixed temperature, and tentative mechanisms have been advanced.
Mann and Ko (6) report the effect of several variables on conversion and
yield of the oxidation of 2-methylpropene to methacrolein over a bismuth
molybdate catalyst. A rate equation has been evaluated based on a
mechanism. Pasquon et al. (7) investigated the catalytic behavior of
some molybdate catalysts in the oxidation of 1-butene to butadiene or
to maleic anhydride. The catalytic action of bismuth molybdates is
discussed by Schuit (8) in its connection with the solid structure, method
of preparation, kinetics of the reaction catalyzed, and adsorption of
reactants and products. Mechanisms for the oxidation of olefins and for
the ammoxidation of propene and ammonia are proposed. Daniel and
Keulks (9) report preliminary results of an investigation on a catalyst
containing Bi, Mo, and Fe. The authors have found that the activity
and selectivity of this catalyst are comparable with bismuth molybdate
for the oxidation of propene to acrolein. Villa et al. (10) report the results
of an investigation on the catalytic behavior of Bi tungstates for the
oxidation and ammoxidation of olefins ( propene and 1-butene). Accord-
ing to this study BixWOj is the only active and selective compound. In a
laboratory study by Grasselli and Suresh (4) a uranium-antimony oxide
catalyst, known to be particularly efficient for synthesizing acrylonitrile,
was studied to develop an understanding of structural features related to
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Oxidation of Olefins

Reference Ezxamples

1,2 propene — benzene

3 butene — butadiene

48

5,6,7,8,9 propene — acrolein

10

4 butene — butadiene

16 propene — acrylonitrile, acrylic acid
11,29, 30, 31 ethylene — ethylene oxide

7,12, 13 butene — maleic anhydride

14 ethylene — acetaldehyde

15 propene — acetone

25 propene — acetaldehyde

17,18 hydrocarbons and CO — CO,

19

catalytic activity. A mechanism for the oxidation and ammoxidation of
propene is proposed involving allylic intermediates. Arai et al. (16)
presents a kinetic study of the oxidation of isobutene to methacrolein
over mercuric chloride supported on active charcoal. The kinetics of the
oxidation were determined, and reaction rates of other olefins were also
measured.

OxvGEN INserTION. Metcalf et al. (11) studied the kinetics of silver-
catalyzed ethylene oxidation. The behavior of various inhibitors was
investigated, and the kinetic data were fitted to Langmuir-Hinselwood
rate expressions, although some inconsistencies were noted. Marcinkow-
sky et al. (29), Carberry et al. (30) and Forzatti et al. (31) also report
studies on ethylene oxidation over Ag supported catalysts.

Trifird et al. (12) present a study of the oxidation of 1-butene to
maleic anhydride over a Mn—-MoOg based catalyst. A monocenter oxida-
tion mechanism, accounting for the formation of CO, CO,, and maleic
anhydride, is proposed. In the above mentioned paper by Pasquon et al.
(7) on the catalytic behavior of some molybdate catalysts a tentative
mechanism of formation of maleic anhydride from l-butene over Fe-
MoO, is advanced. Akimoto et al. (13) report the results of an investi-
gation on supported molybdena catalysts for the oxidation of butadiene.
Evnin et al. (14) describe work on the development of a heterogeneous
catalytic system, consisting of palladium-doped vanadium pentoxide and
a third component, which is capable of oxidizing ethylene directly to
acetaldehyde with high specificity, activity, and stability. The results
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of an investigation on the catalytic activity of a MoOj; * Al;O3 system for
the oxidation of propene are reported by Giordano et al. (15), and a
tentative mechanism is advanced.

OxmATIVE C-C CLEAVAGE. Cant and Hall (25) compared the oxida-
tion reactions of ethylene, propylene, 1-butene, cis-2-butene, trans-2-
butene, isobutene, and the two 2-pentenes over supported Ir catalysts.
The most important oxidation products were acetic acid from ethylene,
propene, the 2-butenes, and the 2-pentenes, and propionic acid and
acetone from 1-butene and isobutene, respectively. Possible mechanisms
are discussed.

ComrpLETE ComBusTION. In a study by Voltz et al. (17) the kinetics
of carbon monoxide and propene oxidation on a platinum—-alumina
catalyst were determined. Complex kinetic equations were formulated,
and some rate constants and activation energies were calculated. The
oxidation kinetics were used to describe the performance of platinum
catalytic converters in automotive emission control systems. The oxida-
tion of propene over Cr(III) and Fe(III) spinels has been investigated
by Zanderighi et al. (18). A non-selective oxidation to CO, was ob-
served, and a tentative mechanism was advanced. In a study by Yao
(19) four types of a-Cr;O; microcrystals were prepared and used as
catalysts for the oxidation of C;H,, CsHg, CoHg, C3Hg, and CO. Reaction
rates were measured, and some mechanisms were advanced.

Chemical Kinetic and Physical Aspects. Some of the reviewed papers
are discussed according to the following aspects:

proposed mechanisms

nature of active sites

reaction patterns

effects of operating conditions

effect of catalyst modifications and addition of promoters or inhibitors

role of diffusion

Prorosep MEecuHANisMs. Kinetics and mechanism of gas—solid cata-
Iytic oxidations are generally explained on the basis of redox or Lang-
muir-Hinshelwood mechanisms or eventually of a third mechanism, which
can be considered as combination of the other two. The mechanism
according to which the substance to be oxidized reduces the catalyst,
which is reoxidized by oxygen from the feed, is known as redox mecha-
nism. This can be assumed to take place in two stages:

C-ox 4 molecule — C-red -} oxidized molecule (1)
C-red + 0, — C-ox (2)

This mechanism has been tested either directly on the basis of data
obtained by pulse microreactors (4, 12, 20, 24), in which stage 1 and



Published on June 1, 1975 on http://pubs.acs.org | doi: 10.1021/ba-1975-0148.ch008

8. CAPPELLI Oxidation Reaction Engineering 217

stage 2 were separated, or by fitting the experimental data from flow
reactors to kinetic equations derived from the mechanism (1, 21, 22, 23).
According to Langmuir-Hinshelwood mechanism the substance to be
oxidized and oxygen react together in the adsorbed state. In this case
also, either oxidation runs done in pulse microreactors were used to test
the proposed mechanism (12, 18, 26), or the constants of the kinetic
equations based on this mechanism were estimated by the least-squares
method (1, 6, 11).

Finally the third mechanism, which has been tested in the oxidation
of butenes to maleic anhydride (3, 12, 26) can be assumed to take place
in three stages, which may be written as:

C-ox + butenes — C-red 4 butadiene 4+ H.O (1)

C-red 4 0y — C-red — 0, — C-ox (2)

C-red — Os + butadiene — maleic anhydride 4+ CO,CO, (3)

Tables II, III, and IV show some reactions for which the various mecha-

nisms were tested.

Table II. Redox Mechanism

Process Reference
Oxidation of butene to butadiene over various oxide catalysts 20
Oxidation of propene to acrolein over Bi-Mo oxide catalysts 21
Oxidation of propene to acrylonitrile over U-Sb oxide catalysts 4
Oxidation of anthracene to anthraquinone over Co—Mo oxide
catalyst 22

Oxidation of anthracene to anthraquinone over V oxide catalyst 23
Oxidation of methanol to formaldehyde over MoOs—Fe,—
(Mo0O,) 3 catalyst 24
Oxidation of propene to benzene over In oxide catalyst 1
Oxidation of butenes to maleic anhydride over MnMoO,
catalyst 12

Table III. Langmuir-Hinshelwood Mechanism

Process Reference
Oxidation of 2-methylpropene to methacrolein over Bi-molyb-
date catalyst 6
Oxidation of ethylene to ethylene oxide over Ag catalyst 11
Oxidation of propene to CO» over Cr(III) and Fe(III) spinels 18
Oxidation of propene to benzene over In oxide catalyst 1

Oxidation of butenes to maleic anhydride over MnMoO,
catalyst 12,26
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Table IV. Mixed Mechanism

Process Reference
Oxidation of butenes to maleic anhydride over MnMoQO,-based
catalyst 12,26
Oxidation of butene to butadiene over ferrite catalyst 3

Nature oF Active Sites. Hypotheses relative to the chemical nature
of active sites have been advanced. In the case of ethylene oxidation over
Ag catalyst, many authors agree that adsorbed forms of peroxidic molecu-
lar oxygen are responsible for the formation of ethylene oxide (27, 28).
CO; formation has been attributed to atomic forms of adsorbed oxygen
(27, 28). For the allylic oxidation of olefins and for the selective oxidation
of methanol to formaldehyde, lattice oxygen (Me=O type) is proposed
as the active oxidizing site (4, 7, 10, 12). The catalytic systems consid-
ered are U-Sb oxides (4), molybdates (7, 12), and bismuth tungstates
(10). In the oxidation of butenes and butadiene to maleic anhydride
over molybdena catalysts, the active sites are assumed to be adsorbed
forms of oxygen on Mo (V) or Mo(IV) (12, 13). Finally, for the complete
combustion of olefins over various catalysts, adsorbed forms of atomic and
molecular oxygen have been suggested (12, 17, 18). In Table V the
above mentioned hypotheses are summarized.

ReacTiON PaTTERNS. Except for total oxidation reactions, in all other
cases the interesting products are intermediates. It can be expected,
therefore, that partial oxidation products are the result of successive or
parallel reactions, and from the data in literature there is enough evidence
that both mechanisms can be assumed. An example, concerning the oxi-
dation of butenes, is given in Figure 1.

A particular case is the formation of acrylonitrile and maleic anhy-
dride since these products seem to be successive to other stable inter-
mediates—acrolein and butadiene, respectively. This should be true at
least in the formation of maleic anhydride, where the conclusion is that

Table V. Nature

Reaction Catalyst
Oxidation of ethylene to ethylene oxide Ag
Oxidation of propene to acrylonitrile U—Sb oxide
Oxidation of 1-butene to butadiene Fe;03—MoOs
Oxidation and ammoxidation of olefins Bi,WOg
Oxidation of butenes to maleic anhydride MnMoO,
Oxidation of butadiene to maleic anhydride MoO3
Complete oxidation of propene Pt

Complete oxidation of propene Cr].g‘iI(II)Ha)ngpinels
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butadiene is the intermediate (47); however, some controversy still exists
for the formation of acrylonitrile. Figure 2 gives a reaction scheme, and
some values of calculated kinetic constants are given in Table VI.

ErrecTs oF OPERATING CoNpITIONS. From some papers examined in
this review it is possible to derive information about the role of operating
conditions such as contact time, temperature, partial pressure of oxygen,
on yields, selectivities, types of products, etc. The paper by Trifiro et al.
(12) on the oxidation of butenes gives a table showing the influence of
percent oxygen, temperature, and contact time on the types of reactions
occurring. When the amount of oxygen is increased from 0 to 20%, the
temperature is increased from 350° to 480°C, and the contact time is
increased from 0.27 to 2 sec, the following sequence of catalytic action can
be obtained:

isomerization — oxidative dehydrogenation — oxidation with
insertion of O, — cleavage of C—C bonds and complete oxi-
dation

In an other paper by Trifird et al. (26) on the same subject the
influence of O partial pressure on yields and selectivities is reported.

In a paper by Trimm and Doerr (1) on the oxidation of propene to
benzene over indium oxides the yield of major products was examined as
a function of contact time and of oxygen and fuel concentrations. They
showed that:

The yield of benzene passes through a well-defined maximum at a
certain value of the contact time.

The major products—i.e., hexadiene and benzene—increase and pass
through a maximum as the concentration of oxygen is increased.

The yield of CO; increases linearly with oxygen concentration.

The yield of hexadiene increases with propene concentration while
the yield of benzene passes through a maximum and the yield of CO,
passes through a minimum.

The effect of temperature on the reaction was more complex—the
amounts of hexadiene and benzene produced appeared to be inversely

of Active Sites
Reference Active Sites

27 28 peroxide molecular oxygen (formation of ethylene oxide)
’ atomic oxygen (formation of CO,)
4 lattice oxygen
7 lattice oxygen
10 lattice oxygen
12 lattice oxygen
13 oxygen [on Mo (V) or Mo(IV)]
17 atomic and molecular oxygen

18 atomic and molecular oxygen
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Figure 1. Oxidation of butenes
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Figure 2. Ammoxidation of propene and acrolein

related. From the above mentioned papers it is possible to deduce that
the rate of total oxidation increases as the partial pressure of oxygen is
increased.

A different effect of the partial pressure of oxygen was described in
a study by Metcalf et al. (11) on silver-catalyzed ethylene oxidation.
The rates of both ethylene oxide and carbon dioxide formation passed
through maxima with increasing oxygen pressure and then decreased.
This behavior was by means of inhibiting effects of the reaction products.

ErrEcTs OF CATALYST MODIFICATIONS AND ADDITION OF PROMOTERS
or InmBrTors. For ethylene oxidation over silver catalysts some authors
(27, 28) report that the effect of chlorine is to inhibit dissociative adsorp-
tion of oxygen and thus to increase the selectivity of ethylene epoxida-
tion since diatomic oxygen on silver is responsible for the selective
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oxidation of ethylene to ethylene oxide. The role of Ca and Ba in the
same reaction is controversial; some authors (32) contend that the pres-
ence of Ca increases selectivity while others (383, 34) believe the addition
of Ba and Ca influences only activity.

In the oxidation of 1-butene over Fe,03—MoQOj3, Pasquon et al. (7)
studied the effect of gaseous oxygen and Te on selectivity. They found
that at the lowest oxygen concentrations butadiene and 2-butenes are the
main products; when the concentration of oxygen is increased, butadiene
and butenes decrease, and maleic anhydride formation reaches a maxi-
mum, It was also observed that addition of Te increases the selectivity
in butadiene.

RoLe oF Dirrusion. Three papers (14, 42, 43) deal with effects of
diffusion on catalyzed oxidation reactions. For the oxidation of ethylene
to acetaldehyde over Pd supported catalysts, Evnin et al. (14) report
that the low values determined for the apparent activation energies for
ethylene conversion and acetaldehyde formation are an indication of
diffusional rather than kinetic control. The presence of diffusional
limitations is confirmed by experiments in which the rate was shown to
depend on the partial pressure of the nitrogen carrier gas.

In a study on ammonia oxidation over platinum, reported by Pignet
and Schmidt (42), a strong influence of mass transfer was observed. Near
the stoichiometric composition (21% NHj; in air) and above, selectivity
for NO dropped to zero, in contrast to the reaction in the kinetic regime
where significant NO production was observed in excess NH3 and at
temperatures above 1200°C.

Finally, in a study reported by Kadlec et al. (43) the effective dif-
fusivities of air and SO, in four industrial vanadium pentoxide catalysts
for sulfur dioxide oxidation were measured at the steady state. With
models for the effective diffusivity and the kinetics of the catalytic oxida-
tion of SO,, an optimum apparent density of the catalyst may be deter-
mined which gives the maximum rate of reaction per unit volume of
catalyst.

Types of Reactors. LABORATORY ScArk. On the laboratory scale
pulse microreactors have been used largely to distinguish between redox
and Langmuir-Hinshelwood mechanisms. In these studies oxidation runs
of organic molecules were done with and without oxygen in the gas phase
(4,7, 12, 18, 20, 24). In the oxidation of butenes to maleic anhydride
(7, 12) a Carberry’s stirred-tank flow reactor was chosen since heat and
mass gradients caused by transfer phenomena are absent in this type of
reactor. Conventional type flow reactors were used in most other cases.

INpusTRIAL ScALE. Literature reports of experimental work in oxida-
dation reactors are scarce, thus making it difficult to verify the mathe-
matical models available. The reactors which dominate in this area are
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Table VI. Kinetic

Reaction K K1 KI’ K2 K2’ K2” K3
Propene am-

moxidation 5.2 48 0.16 0.16 — 0 0.1
Propene

oxidation 8.0 — 5.85 — 0 0.06 20

Acrolein am-

moxidation 170.0 —_ —_ —_ — —_ —
Acrolein

oxidation 97.0 —_ —_ —_ 0 — —

the conventional types—i.e., tubular reactors, mutiple tube reactors,
multilayer reactors, and fluidized bed reactors. A new type of reactor for
gas phase catalytic recycle reactions was recently patented by Collina
et al. (49). This reactor is sketched in Figure 8 and consists essentially
of an injector, followed by a single radial-flux layer of catalyst, and
surrounded by an annular empty space through which the reacted gases
flow back from the catalyst layer to the injector, exchanging heat with
feed gas in a heat exchanger. The conversion per pass is kept very low,
and it is therefore easy to control temperature increases. The pressure
drop is lower than in conventional reactors, and it is possible to reach
high capacities. The reactor is suitable for oxidation reactions such as
the oxidation of methanol to formaldehyde, ethylene to ethylene oxide,
propene to acrolein and acrylic acid, and butenes to maleic anhydride.
Both plant and operating costs for these processes seem competitive with
conventional plants.

Papers Presented in This Section. Four of the papers discussed in
the last session of the Third International Symposium on Chemical
Reaction Engineering (Apvances I CHEMisTRY SERIES No. 133) belong
to this section on gas phase catalytic oxidation. Two papers concern the
oxidation of o-xylene to phthalic anhydride over vanadium catalysts.
The other two report studies on the-oxidation of carbon monoxide in
automotive exhausts.

OXIDATION OF 0-XYLENE OVER VANADIUM Catarysts. Calderbank
(50) studied the kinetics of phthalic anhydride formation in the oxidation
of o-xylene over a commercial vanadium catalyst. The experimental runs
were carried out in a spinning catalyst-basket reactor, and the kinetics
were determined for the disappearance of o-xylene and of the partial
oxidation products o-tolualdehyde and phthalide. The kinetics predict
observed temperature profiles in large tubular reactors.

Wainwright and Hoffman (51) also studied the kinetics of o-xylene
oxidation over a vanadium-on-silica catalyst on the basis of experimental
data obtained in a laboratory-scale fixed bed reactor and in a pilot-scale
transported bed reactor. The kinetic rate expression, which is limited to
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Constants

K, Ky K,” K,/ K; K K; Kyg Ky

258 — @ — 0 09 0 177 — =
— — - - — 6.2 — — —
1650 1 3 0 28 2 @ — S —
— — 7 42 — 48 — 0 390

o-xylene disappearance, is based on a redox mechanism. The operation
of the transported bed reactor has been predicted with good accuracy,
and some considerations about selectivities, mechanisms, and physical
phenomena, together with suggestions for further research, are included.
Agreement between the results reported in these two papers seems to be
fairly good. For example the rate expression suggested by Wainwright
and Hoffmann contains a parameter 6, which becomes equal to 1 with a
fully oxidized catalyst, in agreement with the disappearance kinetics of
o-xylene proposed by Calderbank, which are first order up to nearly 1
mole % of xylene concentration. The observations regarding the activa-
tion energy are also similar in both papers. The activation energy de-
creased as the reaction temperature increased, becoming about a third of
that at lower temperatures. The operation temperature range, however,
is considerably lower in Wainwright and Hoffman’s study, possibly
because of the different catalysts used.

OxmaTION OF CARBON MoONOXIDE IN AutomMOTIVE ExHausts. The
catalytic oxidation of carbon monoxide has been studied extensively with
many catalysts. Noble catalysts have received considerable attention
during the last several years for use in automotive emission control sys-
tems. A kinetic model of CO and C;H; oxidation on a pelleted platinum—
alumina catalyst was prepared and incorporated into a previously devel-
oped converter model, which has been used to predict and optimize the
performance of various types of platinum catalysts (including monolithic
types); this mathematical converter model was described by Kuo et al.
(52, 58).

The oxidation of CO over platinum catalysts has been studied for
many years, but the conclusions regarding the mechanisms and rate
equations are somewhat conflicting (54, 55, 56, 57). Shishu (58) made a
comprehensive investigation of CO oxidation on a monolithic platinum
catalyst in a differential flow reactor and developed rate equations.
Harned (59) prepared a mathematical model for catalytic converters
used for the oxidation of CO and hydrocarbons, and Taylor (60) ob-
tained a model of the oxidation kinetics for platinum catalysts. CO oxida-
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tion has been studied with other catalysts also. Laidler (61) reported
some studies done with catalysts such as quartz glass, rock crystal, plati-
num, and copper oxide. Schwab and Gossner (62) used silver, palladium,
and silver—palladium alloys. Parravano (63) reported the use of nickel
oxide, to which foreign ions had been added. a-Alumina pellets with 0.5
wt % palladium and x-ray irradiated alumina have also been proposed
as catalysts (64, 65).

At present, exhaust treatment devices, such as catalytic converters
show promise in reducing CO emissions to the low levels required by the
restrictions imposed in many countries. The catalysts to be used by auto
manufacturers in the next years generally contain platinum, which is,
however, expensive and easily poisoned. Thus, there is a need for cheaper
catalysts with good performance and of reliable catalytic converter models.
The papers dicussed below deal with these two problems.

Kalman et al. (66) evaluated the performance of crystalline copper-
substituted zirconium phosphate in the catalytic oxidation of CO. A
reaction rate expression was obtained by applying the integral method
of analysis to the experimental data. Even though a direct comparison of
the performance of this catalyst with other catalysts is difficult owing to
the lack of literature data obtained under similar conditions, it seems that
copper-substituted «-zirconium phosphate is at least comparable in
activity with other catalysts and merits further investigation .

Young and Finlayson (67) propose two mathematical models for a
particular type of catalytic converter—the monolith converter. Two types
of catalytic converters—packed beds and monoliths—have been proposed
for the oxidation of CO and hydrocarbons in automobile exhausts. As
mentioned above, Kuo has developed a model for the monolith converter,
and mathematical models have been proposed and solved also for packed
bed converters (52, 59, 68, 69). The monolith converter consists of an
array of ducts or cells through which the exhaust gas flows axially.
Because of a smaller volumetric heat capacity, monolithic converters
warm up more quickly than packed bed devices, but have problems
caused by thermal expansion. The mathematical models developed illus-
trate important features of the thermal behavior of the monolith con-
verter. The reaction rate expression used was found in the literature,
and some assumptions were made to obtain suitable models, taking into
account heat and mass transfer across the cell cross-section. The two
proposed models differ because in one of them heat and mass transfer
coefficients defined in the usual way are used. Suitable solution methods
have been used for both models, and both transient and steady-state
calculations for typical cases are illustrated in some figures. The study
seems to be very accurate and gives useful advice for designing this type
of converter.



Published on June 1, 1975 on http://pubs.acs.org | doi: 10.1021/ba-1975-0148.ch008

8. CAPPELLI Oxidation Reaction Engineering 225

)

Figure 3. Reactor for catalytic gas phase reactions

Liquid Phase Oxidation with Oxygen

In this group of processes both homogeneous and heterogeneous
catalyzed reactions are presented. The liquid-phase oxidation of organic
compounds with air or oxygen is complex, and the mechanisms are further
complicated by mass transfer processes. When oxygen transfer becomes
the rate-limiting step, the rate of the overall process is no longer controlled
by the chemical mechanisms.

A paper by Hobbs et al. on mass transfer rate-limitation effects in
liquid phase oxidation (45) indicates that physical and chemical effects
are theoretically separable, and their relative contributions can be esti-
mated. As an example, the liquid phase oxidation of methyl ethyl ketone
in acetic acid solvent is considered.

In the study reported by Gurumurthy and Govindarao (46) a rate
equation is developed for the liquid phase oxidation of propionaldehyde
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with oxygen in the presence of manganese propionate catalyst. de Wilt
and Van der Baan (44) present a kinetic model for the platinum catalyzed
oxidation of glucose to k-gluconate with oxygen in aqueous alkaline solu-
tions. The experiments were done batchwise in a reactor equipped with a
high-speed stirrer to minimize the influence of oxygen transport from the
gaseous to the liquid phase. The reactions studied are listed in Table VII.

Table VII. Liquid Phase Oxidation with Oxygen

Process Catalyst Reference
Oxidation of propionaldehyde Mn—propionate 46
Oxidation of glucose platinum 44
Oxidation of methyl ethyl ketone cobaltous acetate 45

Alagy et al. (70) describe a study on the liquid phase oxidation of
cyclohexane with oxygen. A mathematical model has been developed on
the basis of kinetic data concerning cyclohexane oxidation and mass-
transfer information derived from experiments on cyclododecane oxida-
tion. The experimental runs were done in semicontinuous, mechanically
stirred equipment. On the pilot scale a 150-liter cylindrical reactor was
used, in which stirring was achieved by injecting gas at the bottom of the
column and by introducing tangentially at the top a liquid stream derived
from the bottom of the column. The kinetic model has seven parameters
which have been determined by a non-linear regression method. The
agreement between calculated and experimental data seems good, taking
into account that the reaction is complex and both chemical and physical
phenomena are important. A simplified model has also been prepared by
incorporating certain assumptions in the original model.

Liquid Phase Epoxidation of Olefins with Hydroperoxides

Four papers (35, 36, 37, 38) report studies on liquid phase epoxida-
tion of olefins with hydroperoxides. The reaction is:

N, /S N /

C=—=C + ROOH C—=C

. /N \

and is catalyzed by many transitional metal catalysts. The kinetic equa-
tion, which has been obtained for different molybdenum catalysts is of

the type:

+ ROH

v=K Coletin Chydroperoxide Ccatalysts

and is catalyzed by many transition metal catalysts. The kinetic equa-
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equilibrium formation of a catalyst-hydroperoxide complex; the second
step is the rate-determining reaction of the complex with the olefin to
form the epoxide, coproduct alcohol, and the molybdenum catalyst.

Baker et al. (35) present kinetic data on the epoxidation of 1-octene
by cumene and tert-butyl hydroperoxide in the presence of molybdenum
hexacarbonyl as catalyst. The observed kinetic behavior is compatible
with the previously proposed general mechanism for the epoxidation
reaction.

In the study reported by Sheldon and Van Doorn (36) cyclohexene
and l-octene, used as model olefins of different reactivity, were epoxidized
in the liquid phase with tert-butyl hydroperoxide in the presence of vari-
ous transition metal catalysts. It is concluded that an active epoxidation
catalyst should be both a weak oxidant and a fairly strong Lewis acid.
These requirements are best met by compounds of certain metals in high
oxidation states [Mo(VI), W(VI), Ti(IV)].

In the paper by Su et al. (37) on vanadium and molybdenum chelates
as catalysts in the epoxidation of cycloalkenes, rate laws for the vanadium-
catalyzed systems are consistent with reaction via rate-determining attack
of olefin on a vanadium(V)-hydroperoxide complex. Arguments are
presented to support the view that the molybdenum-catalyzed epoxida-
tion, like those involving vanadium, proceeds by reaction of olefins with
a metal-hydroperoxide complex.

In a study by Trifird et al. (38) on the liquid phase epoxidation of
cyclohexene by tert-butyl hydroperoxide on a Mo-based catalyst, a rate
law is given, and the presence of a catalyst-hydroperoxide reversible
complex as the active species in the epoxidation is advanced on the basis
of a spectroscopic study. The reactions investigated are listed in Table
VIII.

Heterogeneization of Homogenous Catalytic Processes

Some studies have been reported on the transformation of homo-
geneous processes into heterogeneous ones by supporting the catalysts.
This is the case of a heterogeneous catalyst system which has been
developed for the vapor phase oxidation of ethylene to acetaldehyde (14).
The catalyst consists of palladium-doped vanadium pentoxide and usually
a third component such as Ti, Ru, Pt, or Ir. A catalyst consisting of
mercuric chloride supported on active charcoal was used by Arai et al.
(16) for the allylic oxidation of olefins. The oxidation over mercuric ion
catalyst occurs at a temperature which is lower than that necessary over
bismuth molybdate catalyst. Finally, catalysts prepared by supporting
Mo(VI) on SiO, have been proposed by Forzatti et al. (40) for the epoxi-
dation of olefins with hydroperoxides.
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Evaluation of the Literature Data

This section focuses on those aspects of interest to chemical reaction
engineers in modeling reactions and in designing industrial reactors. The
foregoing will have given the reader an appreciation not only of what
has been done but of the criteria which are generally followed by the
authors active in this area. The points examined under chemical kinetic
and physical aspects, for example, are typical of these kinds of papers and
account for the fact that the interests of the authors are fundamentally
chemical. Most papers deal with microscopic mechanisms, and several
specific chemical systems are used to illustrate these mechanisms, but
generalized reaction models are seldom given. Often, detailed and ele-
gant studies concerning the catalytic chemistry of the reactions are carried
out but useful models for reactor design are not attempted. The range of
catalysts considered is extensive, but some differ in irrelevant details.

Discussion of the details of surface bonds can be found in many
papers, and parametric effects of operating conditions on activity and
selectivity are often discussed, but mostly on the laboratory scale. On
the other hand, it is not easy to find kinetic studies done to provide
reliable data to predict reactor performance, and systematic techniques
in chemical kinetics investigation are not often applied. The use of
statistically designed experiments, for example, is mentioned in only a

Table VIII. Liquid Phase Epoxidation with Hydroperoxides

Process Catalyst Reference
Epoxidation of 1-octene by cumene and Mo-hexacarbonile 35
tert-butyl hydroperoxide
Epoxidation of 1-octene and cyclohexene  transition metals 36
by tert-butyl hydroperoxide
Epoxidation of cycloalkenes by tert- V and Mo chelates 37
butyl hydroperoxide
Epoxidation of cyclohexene by tert- Mo based 38
butyl hydroperoxide

few papers, and it does not seem that advanced parameter estimation
techniques are often used also if a certain improvement from this point
of view can be noticed. There is lack of information concerning studies
carried out sequentially on the laboratory, pilot, and commercial scale.
In this connection most of the papers come from universities rather than
from industries, and the possibility of obtaining valuable information on
process kinetics from commercial scale reactors is generally disregarded,
at least for publication purposes. Nevertheless, some authors seem to be
more and more conscious of the necessity of providing useful data for
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design purposes; in those fields which are more strongly connected with
solving practical problems (as, for example, in automative emission
control), reliable models are available.

Conclusions

The situation in this area has some positive aspects but is not entirely
satisfactory from the point of view of a chemical engineer. The quality of
papers found in literature is generally good, but most studies are based
on laboratory scale experiments, and scale-up rules are seldom given. In
this area some authors still “play with mechanisms” and carry out experi-
ments with different catalysts and under different operating conditions
without arriving at conclusions of any sort. However, a definite improve-
ment has been evidenced in the last few years; in most cases now at least
kinetic models, useful from an engineering point of view, are proposed
as a result of a research study. Nevertheless, the communication between
those who propose models and those who should use them does not seem
entirely satisfactory. The bridge between researchers and those involved
in design and operation of reactors, that Professor Froment mentioned
at the end of a review during the first International Symposium on Chemi-
cal Reaction Engineering, is still a weak bridge of boats, and not even the
observation that the Romans were able to unify the western world using
this type of bridge can reassure us entirely in the 1970’s.
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